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1. H3
+ as a probe of the ISM



H3
+ in the ISM

• H3
+ is central in molecular astrophysics: initiator of chemistry and 

hence star formation

• Discovered in space by Geballe & Oka (1996) in dense clouds

• Powerful astrophysical probe of temperature, density and cosmic ray 
flux in the ISM (McCall et al. 2003)



H3
+ in the Central Molecular Zone (CMZ):

an extreme population inversion!

is very small, on the order of 0 00001; and (d) the column
density can be simply calculated from the equivalent width
without the need to consider collisions. The large emission
optical depths of the highly saturated low-J millimeter
transitions of CO emission and observations of those lines
with the large beam sizes of single-dish radio telescopes (10″–
20″) both tend to give the impression that the CMZ is filled
with high-density gas. Thus, infrared absorption spectroscopy
of CO and �H3 toward point sources provides more reliable
information on the amounts of both dense and diffuse gas.

Until very recently, almost no background sources suitable
for spectroscopy of interstellar �H3 and CO on lines of sight
toward the CMZ were known farther than ∼30 pc from the
center of the CMZ. In 2008 we initiated a search for bright,
dust-embedded stars within the entire CMZ, a 10 times larger
region. We first used the catalog of bright YSO candidates in
the ISOGAL survey (Felli et al. 2002), which yielded one star
suitable for spectroscopy of �H3 , but which turned out to be in
the foreground (see Section 3 and Figure 4). We then initiated a
much more extensive star search using the Spitzer Space
Telescope Galactic Legacy Infrared Mid-Plane Survey Extra-
ordinaire (GLIMPSE) Catalog (Ramírez et al. 2008), which
includes photometry from the Two Micron All Sky Survey

(2MASS) Point Source Catalog (Skrutskie et al. 2006). Out of
the over 1 million objects in the catalog, 6000 stars with L�8
mag are located in the central 2°.39×0°.6 (∼340×85 pc) of
the Galaxy, corresponding roughly to the dimensions of the
CMZ. We dropped obvious late-type and/or low-extinction
stars based on the 2MASS and GLIMPSE photometry. The
remaining ∼500 stars have been examined during the past 8 yr
by medium-resolution K-band spectroscopy, which can distin-
guish dust-embedded stars from other stars with spectral
features characteristic of red giants. For details of the star
search and the K-band spectra of stars suitable for �H3
spectroscopy, see Geballe et al. (2019).
Plots of the survey highlighting the stars suitable for �H3

spectroscopy are shown in Figure 2. We have obtained spectra
of ∼40 of these stars, 29 of which show absorption by warm
diffuse CMZ gas and are listed in Table 2. A very few clearly
do not; these are likely to be foreground stars. For several the
spectra are inconclusive, mainly due to low S/N. The newly
found stars are all in the 2MASS catalog. For convenience, in
discussions and compilations we have also designated these
stars using the Greek alphabet from alpha to lambda (from west
to east), and by adding + and − to the Greek notation as
additional nearby stars are found.

Figure 2. Top panel: locations of stars observed in the program. Symbols are as follows: yellow circles with dots—objects for which a set of �H3 and CO spectra have
been observed; white circles—objects with clean continuum for which part of �H3 and CO spectra have been observed or are yet to be observed; red circles—red giants
that have CO band head photospheric absorptions at 2.295 μm in the K-band medium-resolution spectroscopic survey (Geballe et al. 2019) and are not suitable for the

�H3 spectroscopy; crosses—objects in front of the CMZ. All of the objects with yellow circles or white dots and a few of the objects with white circles are listed in
Table 2. The three supermassive star clusters are indicated. Several stars in each of the Central Cluster and the Quintuplet Cluster overlap and are expressed with one
circle. The background is the 2MASS image at KS band from Skrutskie et al. (2006). Bottom panel: locations of the stars on which a set of �H3 and CO spectra have
been observed overlaid on the 90 cm radio continuum map taken from LaRosa et al. (2000). The major radio sources are marked and indicated. The projected physical
distances are shown in grids centered at SgrA*, assuming a distance to the GC of 8 kpc.
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Thomson (1911). In H2-dominated interstellar gases this
simplest polyatomic molecule is the most abundant molecular
ion. Martin et al. (1961) first proposed detecting interstellar H3

+.
Observing interstellar �H3 attained great importance when
Herbst & Klemperer (1973) and Watson (1973) deduced that
most interstellar molecules are produced by ion-neutral
reactions and that �H3 plays the central role as the universal
proton donor (acid) to initiate chains of such reactions. The
infrared spectrum of the fundamental ν2 band, with band origin
at 3.97 μm, was observed in the laboratory by Oka (1980).
Following unsuccessful searches (Oka 1981; Geballe &
Oka 1989), detections of absorption lines of interstellar �H3 in
two dense interstellar clouds were made by Geballe & Oka
(1996). The �H3 column densities observed in many dense
clouds by them and others (McCall et al. 1999; Kulesa 2003;
Brittain et al. 2004; Gibb et al. 2010) are approximately as
expected from the theory. Readers are referred to a recent
review (Oka 2013) for more details of the history, astronomy,
physics, and chemistry of this fundamental molecular ion.

Once detected, �H3 has been observed in numerous
interstellar molecular environments. Two big surprises were
found soon after its discovery. First, absorption lines of H3

+

with similar strengths to those in dense clouds were discovered
in diffuse clouds (McCall et al. 1998a; Geballe et al. 1999;
McCall et al. 2002), implying that �H3 column densities in
diffuse clouds are comparable to those in dense clouds, despite
the much higher abundance in diffuse clouds of H3

+-destroying
free electrons created by the ionization of carbon atoms.
Extinctions through diffuse clouds are typically an order of
magnitude less than through dense clouds, indicating that the
fraction of �H3 , X(H3

+)≡n(H3
+)/nH, is ∼10 times higher in

diffuse clouds than in dense clouds. Because of this higher
abundance, H3

+ has emerged as a valuable probe of physical
conditions in diffuse clouds. Further studies have led to the
important conclusion that in the Galactic disk, on average, the
rate of cosmic-ray ionization of H2 in Galactic diffuse clouds is
10 times higher than in dense clouds (McCall et al. 2003;
Indriolo et al. 2007; Indriolo & McCall 2012), contradicting the
previous notion that the rate is more or less uniform in the
Galaxy.

Second, �H3 column densities more than 10 times greater
than the highest ones observed in the Galactic disk were found
toward bright, dust-embedded infrared stars in the CMZ,
GCS 3-2 in the Quintuplet Cluster, and GCIRS3 in the Central
Cluster (Geballe et al. 1999) and subsequently toward many
other stars in the CMZ, as discussed below. This finding
initiated our long-term systematic study of the CMZ using �H3
as a probe, which continues to this day. �H3 has been observed
also in two extragalactic objects: the ultraluminous galaxy
IRAS08572+3915NW (Geballe et al. 2006) and type II
Seyfert galaxy NGC1068 (Geballe et al. 2015).

1.6. �H3 in the CMZ: Warm and Diffuse Gas

The kinetic temperatures of both dense and diffuse molecular
clouds in the Galactic disk are typically a few tens of kelvins.
Toward stars in the Central and Quintuplet Clusters, however,
large amounts of �H3 in the metastable (J, K )=(3, 3) level,
361 K above the lowest (1, 1) level (see Figure 1), have been
found via detection of absorption in the R(3, 3)l line at 3.53 μm
(Goto et al. 2002). The relative populations in those levels
imply that �H3 in the CMZ exists in gas at temperatures of a few
hundred kelvins (Oka et al. 2005). A significant population of

�H3 in the (3, 3) level has become the fingerprint of diffuse gas
in the CMZ. Attempts to detect �H3 in the lower-lying (2, 2)
level, which is only 150 K above the (1, 1) level, in the CMZ
via the R(2, 2)l line at 3.62 μm have largely failed (e.g., Goto
et al. 2002; Oka et al. 2005). The extreme population inversion
of the (3, 3) and (2, 2) levels is due to spontaneous emission
from (2, 2) to (1, 1), a consequence of the spontaneous
breakdown of symmetry (SBS; see Appendix C). A lifetime of
27 days of the (2, 2) level against this emission has been
determined from high-quality ab initio theory (Neale et al.
1996) and corresponds to a critical density of 200 cm−3

assuming the Langevin rate constant of 2×10−9 cm3 s−1 for
H3
+–H2 collisions. The decisive population inversion between

these levels is a clear demonstration that the density of the
warm gas is much less than 200 cm−3. The rotational levels of

�H3 , shown in Figure 1, are ideally arranged to study this warm,
low-density environment.
A more quantitative treatment of thermalization, in which

many SBS emissions are treated accurately and collisional
transitions approximately, based only on the principle of
detailed balance (Oka & Epp 2004), has led to the finding of
two-dimensional relationships between Tk and n(H2) and
between the column density ratios N(3, 3)/N(1, 1) and N(3,
3)/N(2, 2). These relations and their inverses, together with the
observed �H3 column densities, allowed �H3 in the CMZ to be
used as a thermometer and densitometer for GCS 3-2 (likely the
brightest infrared star in the CMZ, based on its infrared
magnitudes and colors) and for seven other stars located from
SgrA* to 30 pc east of it (Oka et al. 2005; Goto et al. 2008).
Unlike the physical collisions between NH3 and H2, in which
the ortho/para spin states conserve and the Δk=±3 rule
holds (Oka 1973), collisions between �H3 and H2 are chemical
collisions in which the protons are exchanged between �H3 and
H2, spin states may change, and thus the Δk rule is violated

Figure 1. Lower rotational levels in the ground vibrational state of �H3 ,
composed of ortho (K=3n; thick line) and para (K=3n±1; thin line)
nuclear spin states. The plus and minus signs indicate the parity=(−1)K. The
(0, 0) and (2, 0) levels are forbidden owing to nuclear spin statistics (as for the
symmetric inversion levels of NH3). Downward-pointing arrows indicate
spontaneous emission due to SBS. The energy gap between the lowest level
and the (3, 3) level and the lifetime of the (2, 2) level for spontaneous emission
are shown. In the warm diffuse molecular gas of the CMZ, because of rapid
spontaneous emission, only three levels (1, 1), (1, 0), and (3, 3) are significantly
populated; in denser warm molecular gas the (2, 2) level is also significantly
populated.
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Simple H3
+ chemistry (Geballe & Oka)

• Formation and destruction
• H2 + C.R. → H2

+ + e- "~10-17 s-1 (3 x 109 years) 
• H2 + H2

+ → H3
+ + H kLn(H2) ~ 10-7 s-1 (4 months)

• H3
+ + e- → H + H + H / H2 + H ken(e-) ~ 10-9 s-1 (30 years)

• Production rate is "n(H2) so that at steady-state ζ ∝ N(H3+):

ζL = keN(H3
+)[ne /n(H2)]

• From measured N(H3
+) and estimated L (cloud depth) one can infer ζ !



Departure from linearity

426 Oka

2. Non-linearity Between ⇣ and N(H+3 )

The simple linear relation between ⇣ and N(H+3 ) of equation (3) is valid for ⇣ values of ⇠
10�17 s�1 for dense clouds (Geballe & Oka 1996) and 10�16 s�1 of di↵use clouds in the
Galactic disk (Indriolo & McCall 2012). Le Petit et al. (2016), however, showed from
observed H+3 column densities (Oka et al. 2005; Goto et al. 2008) that a non-linearity
sets in at ⇣ ⇠ 10�15 s�1 (see Figure 1).

 
 
 
 
 

GC 

GD diffuse cloud 

GD dense 
cloud 

Figure 1. Calculated N(H+3 ) versus ⇣ in the GC from Le Petit et al. (2016).The
oval GC is added to represent observed values in the GC, N(H+3 ) = (3.03 - 4.81) ⇥
1015 cm�2 and ⇣ ⇠ (1 - 3) ⇥ 10�14 s�1 from Oka et al. (2019). The oval GD di↵use
cloud represents observed values in di↵use clouds in the Galactic disk, N(H+3 ) =
(0.52 - 3.74) ⇥ 1014 cm�2 and ⇣ ⇠ (1.7 - 10.6) ⇥ 10�16 s�1 from Indriolo & McCall
(2012). The straight line GD dense cloud represents observed values in dense clouds
in the Galactic disk N(H+3 ) = (1.1 - 5.2) ⇥ 1014 cm�2 from McCall et al. (1999).

3. Simplified Model Calculation

The Meudon code used by Le Petit et al. (2016) is a black box containing many chem-
ical species and reactions. It is also a program for "small" di↵use clouds with visual
extinction AV ⇠ 1. In order to better understand the chemistry of large scale gas with AV
⇠ 30, I have developed an approximate model in which only hydrogenic species H, H2,
H+, H+2 , and H+3 and the electron are considered. When ⇣ exceeds 10�15 s�1, electrons
from cosmic ray ionization of H and H2 become no-negligible compared with electrons
from phtoionization of C leading to the non-linearity between N(H+3 ) and ⇣. The total

Le Petit et al. (2016); Oka (2019)



Origin of non-linearity ?

F. Le Petit et al.: H+3 in the CMZ

Table 1. Input parameters used in the Meudon PDR code common to
all models discussed in Sect. 2.2.

Parameter Value Unit/Ref.
Geometry plane-parallel
Size A

max
V = 1

Equation of state isochoric
Density 50, 100, 1000 cm�3

ISRF scaling factor, G0 1 (2 sides) (1)

Cosmic-ray ionization rate, ⇣ variable s�1

Metallicity, Z 1
Dust extinction curve mean Galactic (2)

Mass grain/mass gas 0.01 ⇥ Z
Mass PAH/mass grain 4.6 ⇥ 10�2 (3)

NH/E(B � V) 5.8 ⇥ 1021/Z cm�2 mag�1

RV 3.1 (4)

Grain size distribution /r
�3.5 (5)

Minimum grain radius 1 ⇥ 10�7 cm
Maximum grain radius 3 ⇥ 10�5 cm

References. (1) Mathis et al. (1983); (2) Fitzpatrick & Massa (1986);
(3) Draine & Li (2007); (4) Seaton (1979); (5) Mathis et al. (1977).

Table 2. Elemental abundances. Z is the metallicity.

Element Elemental abundance Reference
He 0.1
C 1.32 ⇥ 10�4 ⇥ Z 1
O 3.19 ⇥ 10�4 ⇥ Z 2
S 1.86 ⇥ 10�5 ⇥ Z 1
N 7.50 ⇥ 10�5 ⇥ Z 3
F 1.8 ⇥ 10�8 ⇥ Z 4

References. (1) Savage & Sembach (1996); (2) Meyer et al. (1998);
(3) Meyer et al. (1997); (4) Snow et al. (2007).

sides by the isotropic ISRF expressed in Mathis units (Mathis
et al. 1983). The gas temperature is computed at each position
in the cloud taking detailed cooling and heating mechanisms
into account (photoelectric e↵ect, cosmic-ray heating, exother-
mic reactions, ...), as described in Le Petit et al. (2006) and
Gonzalez Garcia et al. (2008). Our chemical network includes
165 species linked by 2850 chemical reactions. The code com-
putes stationary state chemical abundances at each position us-
ing photodestruction rates determined by the radiative transfer
and gas temperature computed by the thermal balance. Then,
column densities are computed. To test Eq. (4) on a wide range
of cosmic-ray ionization rate values, we ran models with ⇣
from 10�17 to 10�12 s�1. The input parameters are summarized
in Tables 1 and 2. We also introduce the metallicity Z as a mul-
tiplicative factor of the elemental abundances of heavy elements
(C, N, O, S, F, ...) and of grain abundances. In this section, Z is
fixed to 1, whereas in Sect. 4, which is dedicated to CMZ condi-
tions, Z is set to 3.

N(H+3 ) as a function of ⇣ is presented in Fig. 1 where each
point corresponds to a model. H+3 column density increases with
⇣ only up to a maximum value of the cosmic-ray ionization rate,
⇣max. For moderate ⇣, the relationship is linear, in agreement with
Eq. (4). Using the computed f , xe, and T , we checked that Eq. (4)
gives an extremely good agreement with the numerical model
in the linear increasing part. However, when Eq. (4) is used to
estimate ⇣ with observations, the molecular fraction, electronic
fraction, and gas temperature may have to be guessed, contrary
to our numerical check where they are consistently computed.
The maximum of N(H+3 ), reached at ⇣ = ⇣max, depends on the
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Fig. 1. Column density of H+3 as a function of ⇣. Each point corresponds
to a PDR model as defined in Tables 1 and 2.
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Fig. 2. Computed electronic fraction, xe, at AV = 0.5 as a function of ⇣.
Each point corresponds to a PDR model as defined in Tables 1 and 2.
The horizontal line represents the elemental abundance of carbon rela-
tive to H.

gas density. In these models, the order of magnitude of the max-
imum of N(H+3 ) is 1015 cm�2. This value depends on the size of
the cloud, here A

max
V = 1, and on the gas temperature (see be-

low). For cosmic-rays ionization rates higher than (or even close
to) ⇣max, Eq. (4) is obviously incorrect and cannot be used to de-
duce ⇣ from N(H+3 ). This decrease of H+3 column density with the
cosmic-ray ionization rate can be understood from the behavior
of the molecular and electronic fractions with ⇣.

Figure 2 shows the computed electronic fraction, xe =
n(e�)/nH, in the middle of the cloud (AV = 0.5) as a function
of ⇣. The elemental abundance of C, C/H, is a good proxy for xe
for low values of ⇣ and for low density clouds (50 and 100 cm�3

in our examples). At high cosmic-ray fluxes, xe is significantly
higher than the C/H ratio because a significant amount of elec-
trons is produced by the cosmic-ray ionization of H and H2.
At high densities and low cosmic-ray fluxes, xe is lower than
the C/H ratio because of e�cient neutralization of electrons on
grains and polycyclic aromatic hydrocarbons (PAH). This point
has been discussed by Liszt (2003, 2006).

Figure 3 illustrates the decrease of the molecular fraction
with ⇣. The lower the density of the gas, the lower the ⇣ at which
this decrease happens. At high flux of cosmic rays, molecular
hydrogen is e�ciently ionized by cosmic rays and forms H+2 ,
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Fig. 3. Molecular fraction f as a function of ⇣. Each point corresponds
to a PDR model as defined in Tables 1 and 2.

which quickly reacts with electrons to dissociate in hydrogen
atoms or reacts with H and H2 to produce H2 and H+3 . Molecular
fractions computed by the PDR code reach values up to 0.9�1,
whereas FUSE observations of local di↵use clouds show smaller
molecular fractions, f ⇠ 0.6 (Rachford et al. 2002). The molec-
ular fractions presented here correspond to single-cloud models
with a total visual extinction of 1. It is possible that several small
components are present on FUSE lines of sight, resulting in a
smaller total molecular fraction. This is consistent with a picture
of fragmented di↵use interstellar gas (Godard et al. 2014).

The dependence of N(H+3 ) with ⇣ is then straightforward to
understand. When the cosmic-ray ionization rate is large, N(H+3 )
decreases with ⇣, first, because less H2 is available to form H+3
and, second, because H+3 recombines e�ciently because of a
large abundance of electrons produced by cosmic-ray ionization
of H and H2. A more general relationship between N(H+3 ) and ⇣
than Eq. (4) can be obtained taking into account, in the chemical
balance, H+2 reactions that are important at large ⇣:

H+2 + e� �! H + H ke(H+2 ) = 2.53 ⇥ 10�7 (T/300)�0.5 cm3 s�1

H+2 + H �! H2 + H+ k2 = 6.4 ⇥ 10�10 cm3 s�1.

Then, the column density of H+3 in di↵use gas is written

N(H+3 ) = 0.96 ⇥ ⇣L
ke

f

2xe

"
1 +

2 ke(H+2 ) xe

k1 f
+

2k2

k1

 
1
f
� 1

!#�1

. (5)

A similar equation is given by Indriolo & McCall (2012) where
destruction of H+3 by CO is included. Equation (5) shows that,
as long as the expression in brackets is close to 1 (low ⇣),
we recover the linear dependence between the column density
of H+3 and ⇣ ⇥ L. However, when dissociative recombination
of H+2 and charge transfer with H compete with destruction of
H+2 by H2, Eq. (5) shows that the column density of H+3 is re-
duced compared to the prediction of Eq. (4).

Cosmic-ray ionization rates can thus only be deduced with
the classical analytical expression, Eq. (4), for moderate ⇣, as in
standard di↵use lines of sight. For large ⇣, this relationship fails.
A more general expression, appropriate for low and high cosmic-
ray fluxes in di↵use environments, is Eq. (5). In both cases, the
di�culty to use such analytical expressions is to estimate prop-
erly f and xe.

2.3. Molecular fraction and H2 formation processes

Because the molecular fraction is a key parameter in the re-
lationship between the cosmic-ray ionization rate and N(H+3 ),
the transition from atomic to molecular gas must be computed
properly. The analytic theory of the H-H2 transition has been
described by Sternberg et al. (2014). In di↵use gas, H2 is de-
stroyed by UV photons via absorption transitions in the Lyman
and Werner bands followed by de-excitation in the continuum
of the ground electronic state. In the models presented here,
this process is computed taking continuum absorption by dust
and carbon atoms of the UV radiation field and self-shielding of
H2 lines into account (Le Petit et al. 2006). The formation of H2
takes place on grains. In numerical models, this can be simu-
lated in very di↵erent ways, from simple analytic formulae to
very detailed modeling. In most astrochemical models, a mean
formation rate of 3 ⇥ 10�17 p

T/100 cm3 s�1 is used. This rate
was deduced from Copernicus and FUSE observations of di↵use
clouds in the local neighborhood (Jura 1974; Gry et al. 2002).
Several studies based on ISO and Spitzer observations showed
that this rate is too low to account for H2 emission lines in PDRs
where the gas and the grains are warm (Habart et al. 2004, 2011).
One may wonder if the mean formation rate determined in local
di↵use lines of sight also applies to the CMZ, where the gas is
warm too. Indeed, this mean value hides complex microscopic
mechanisms: H adsorption in chemisorption and physisorption
sites, migration at the surface of grains and H2 formation. The
mean value also hides the properties of grains and PAHs, such
as their composition and temperature. In the Meudon PDR code,
several formalisms are implemented to simulate H2 formation on
grains: analytic expression (Le Petit et al. 2006), moment equa-
tion formalism (Le Petit et al. 2009), Langmuir-Hinshelwood
(LH) and Eley-Rideal (ER) mechanisms (Le Bourlot et al. 2012),
and a stochastic approach that considers the impact of grain tem-
perature fluctuations on H2 formation rate (Bron et al. 2014).

In all models presented here, the H2 formation rate is
computed using the formalism described in Le Bourlot et al.
(2012), i.e., we take into account adsorption in physisorption and
chemisorption sites with H2 formation via LH and ER mecha-
nisms4. We upgraded the grain model assuming the grain size
distribution contains a log-normal PAH component (Compiègne
et al. 2011) plus a MRN power law (Mathis et al. 1977) for amor-
phous carbons and silicates with minimum and maximum radius
equal to 10�7 and 3 ⇥ 10�5 cm. H2 formation rate on PAHs is
not well known, but several laboratory experiments show that
the process is e�cient (Boschman et al. 2012; Mennella et al.
2012). Here, we assume that ER mechanism on PAHs is as ef-
ficient as on grains. As emphasized in Le Bourlot et al. (2012),
the e�ciency of the LH mechanism depends on grain tempera-
tures whereas the e�ciency of the ER mechanism depends on
the gas temperature. Indeed, only H atoms with su�cient kinetic
energy can reach chemisorption sites. In our models, we assume
a threshold of 300 K to reach these sites. This low value accounts
for the likely presence of defects on grain surfaces.

To study the sensitivity of the computed molecular fraction
to the H2 formation model, we ran the same models as in the
previous section with two prescriptions for the H2 formation rate
on grains: the crude approximation, 3 ⇥ 10�17 p

T/100 cm3 s�1,
and the more physical model taking ER and LH mechanisms

4 We have not used the most sophisticated H2 formation model at our
disposal (Bron et al. 2014), which takes the e↵ect of grain temperature
fluctuations on H2 formation into account because it is too CPU time
consuming. Nevertheless, we checked that grain temperature fluctua-
tions do not have a strong e↵ect on our conclusions.
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The critical parameters

• Electron fraction due to H and H2 ionization (in addition to C)

• Fraction of molecular hydrogen ( f(H2) ~ 0.6 − 1)

• Critical processes:
• H3

+ + H2 → H3
+ + H2

• H3
+ + e- → H2 + H / H + H + H ;  H2

+ + e- → H + H 
• H+ + e- → H + h%
• H2

+ + H → H2 + H+



2. A new excitation model
Ø The role of electron collisions
Ø State-dependence of dissociative recombination in H3

+ + e-



Previous excitation models

• Oka & Epp (2004): assume that (1) lifetime of H3
+ is much longer than

the times of both spontaneous emission and collision and 
(2) electron-impact excitation is negligible

• Le Petit et al. (2016): take into account (1) chemical pumping (i.e. 
short lifetime of H3

+) but (2) ignore electron-impact excitation and 
state-specific dissociative recombination



A fully state-to-state chemical pumping model

• Formation (chemical pumping) H2
+(j) + H2(j) → H3

+(j, k) + H      (∆#=-1.7 eV)

• Excitation H3
+(j, k) + H2(j)→ H3

+(j’, k’) + H2(j’) (o/p conversion)

H3
+(j, k) + e- → H3

+(j’, k’) + e- (no o/p conversion)

• Destruction H3
+(j, k) + e- → H2 + H or H + H + H

References for state-selected data:
Gomez-Carrasco et al. J Chem Phys (2012) H3

+ + H2 statistical / QCT
Kokoouline et al. MNRAS (2010) H3

+ + e- coll MQDT
Dos Santos et al. J Chem Phys (2007) H3

+ + e- DR MQDT
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Figure 5. Rate coe�cients for the destruction of CH+(j) by elec-
trons as functions of the kinetic temperature. The initial-state-
specific and 300 K thermal rate coe�cients from the present work
are compared to the experimental results of Amitay et al. (1996)
and Mitchell (1990).

by about a factor of 2. The theoretical thermal average at
300 K is significantly lower but the agreement with Amitay
et al. (1996) is within a factor of 2 up to ⇠ 1000 K. It should
be noted that the variation of the DR rate coe�cients is not
monotonic with j, i.e. there is no particular trend with in-
creasing j. Such variations were already observed in the case
of HD+ (Motapon et al. 2014) and of H+

2
(Epée Epée et al.

2016). In contrast to these systems, however, the rotational
e↵ects are weak in CH+ and all initial-state-specific rates
agree to within a factor of 2.

Finally, we note that all above collisional data are avail-
able upon request to the authors.

3 RADIATIVE TRANSFER MODEL

In order to illustrate the impact of the newly computed rate
coe�cients for the CH+ formation, excitation and destruc-
tion, we now implement these data in a non-LTE radia-
tive transfer model of CH+ excitation in PDR conditions.
PDRs are predominantly neutral regions of the interstellar
medium where the gas is exposed to FUV radiation fields
(⇠ 6� 13.6 eV). PDRs typically occur at the boundaries of
planetary nebulae, on the edges of molecular clouds and in
the nuclei of starburst and active galaxies (Sternberg & Dal-
garno 1995). A PDR thus starts at the fully ionized “HII”
region where only far-ultraviolet radiation penetrates the
neutral gas, i.e. stellar photons that cannot ionize hydrogen
atoms but do ionize elements with low ionization potential
(< 13.6 eV ) such as carbon. The C+ column density thus
increases with the intensity of FUV radiation and it de-
creases with gas density. Inside the PDR, the FUV photon
flux is indeed limited by H2 and dust absorption. Beyond
the edge of the C+ zone, carbon is rapidly incorporated into
CO. PDR models indicate that the CH+ abundance peaks
at visual extinctions AV ⇠ 0.1� 1 where the carbon is fully

ionized and where the amount of vibrationally excited H2 is
high (f⇤ = n(⌫H2 > 0)/n(⌫H2 = 0) > 10�6) (Agúndez et al.
2010; Godard & Cernicharo 2013; Nagy et al. 2013). In this
zone, hydrogen is predominantly in atomic form, most of the
electrons are provided by the ionization of carbon atom, the
kinetic temperature Tk is a few hundreds of Kelvin and the
thermal pressure (P/kB = nHTk) is about 10

8 K cm�3. Ob-
viously, the physical conditions in PDRs encompass a range
of temperatures and densities with a rather complex mor-
phology, as revealed recently with ALMA (Goicoechea et al.
2016). In the following, however, we will assume that CH+

probes a region with homogeneous density and temperature,
corresponding to the “hot gas at average density” described
by Nagy et al. (2017) for the Orion Bar.

As explained in the Introduction, since CH+ is de-
stroyed by hydrogen atoms and electrons on a similar time
scale as it is rotationally equilibrated (by the same colliders),
the chemical formation and destruction rates need to be in-
cluded when computing the statistical equilibrium equation
(e.g. van der Tak et al. 2007):

dni

dt
=

NX

i 6=j

njPji � ni

NX

i 6=j

Pij + Fi � niDi = 0. (2)

In this equation, N is the number of levels considered, ni is
the level population of level i, Pji and Pij are the populating
and depopulating rates:

Pij =

⇢
Aij +Bij J̄⌫ + Cij (i > j)

Bij J̄⌫ + Cij (i < j),
(3)

and Fi and Di are the state-resolved formation and destruc-
tion rates, respectively, of level ni. In Eq. 3, J̄⌫ denotes the
specific intensity integrated over line profile and solid angle
and averaged over all directions. The proportionality rates
Aij and Bij are the Einstein coe�cients for spontaneous
and stimulated emission, respectively, and the Cij are the
collisional rates, i.e. the product of the collisional rate co-
e�cients (in cm3s�1) and the collider density (in cm�3),
summed over all possible collision partners (here H and e�).
Note that in Eq. 3, the notation i > j means all states i
with an energy higher than the energy of level j.

The main di�culty in solving the radiative transfer
problem is the interdependence between the level popu-
lations and the local radiation field. Among approximate
methods, the escape probability technique (e.g. Castor 1970)
is widely employed. It is not adapted to model inhomo-
geneous sources, for which more sophisticated treatments
are available (see e.g. Lambert et al. 2015, and references
therein), but it is very useful in describing global average
properties. In the present work, we have employed the pub-
lic version of the RADEX code1 which uses the escape proba-
bility formulation assuming an isothermal and homogeneous
medium. In its public version, the formation and destruction
rates are assumed to be zero. We have therefore implemented
in RADEX the inclusion of the source (Fi in cm3s�1) and sink
(Di in s�1) terms, which requires only minor modifications.
It should be noted that only the relative values of Fi matter
since the CH+ column density is fixed within RADEX. As a re-
sult, the column density of C+ and H2(⌫H2 > 0) are implicit
parameters in our calculations. The adopted formation rates

1 http://home.strw.leidenuniv.nl/⇠moldata/radex.html
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Figure 5. Rate coe�cients for the destruction of CH+(j) by elec-
trons as functions of the kinetic temperature. The initial-state-
specific and 300 K thermal rate coe�cients from the present work
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and Mitchell (1990).

by about a factor of 2. The theoretical thermal average at
300 K is significantly lower but the agreement with Amitay
et al. (1996) is within a factor of 2 up to ⇠ 1000 K. It should
be noted that the variation of the DR rate coe�cients is not
monotonic with j, i.e. there is no particular trend with in-
creasing j. Such variations were already observed in the case
of HD+ (Motapon et al. 2014) and of H+

2
(Epée Epée et al.

2016). In contrast to these systems, however, the rotational
e↵ects are weak in CH+ and all initial-state-specific rates
agree to within a factor of 2.

Finally, we note that all above collisional data are avail-
able upon request to the authors.

3 RADIATIVE TRANSFER MODEL

In order to illustrate the impact of the newly computed rate
coe�cients for the CH+ formation, excitation and destruc-
tion, we now implement these data in a non-LTE radia-
tive transfer model of CH+ excitation in PDR conditions.
PDRs are predominantly neutral regions of the interstellar
medium where the gas is exposed to FUV radiation fields
(⇠ 6� 13.6 eV). PDRs typically occur at the boundaries of
planetary nebulae, on the edges of molecular clouds and in
the nuclei of starburst and active galaxies (Sternberg & Dal-
garno 1995). A PDR thus starts at the fully ionized “HII”
region where only far-ultraviolet radiation penetrates the
neutral gas, i.e. stellar photons that cannot ionize hydrogen
atoms but do ionize elements with low ionization potential
(< 13.6 eV ) such as carbon. The C+ column density thus
increases with the intensity of FUV radiation and it de-
creases with gas density. Inside the PDR, the FUV photon
flux is indeed limited by H2 and dust absorption. Beyond
the edge of the C+ zone, carbon is rapidly incorporated into
CO. PDR models indicate that the CH+ abundance peaks
at visual extinctions AV ⇠ 0.1� 1 where the carbon is fully

ionized and where the amount of vibrationally excited H2 is
high (f⇤ = n(⌫H2 > 0)/n(⌫H2 = 0) > 10�6) (Agúndez et al.
2010; Godard & Cernicharo 2013; Nagy et al. 2013). In this
zone, hydrogen is predominantly in atomic form, most of the
electrons are provided by the ionization of carbon atom, the
kinetic temperature Tk is a few hundreds of Kelvin and the
thermal pressure (P/kB = nHTk) is about 10

8 K cm�3. Ob-
viously, the physical conditions in PDRs encompass a range
of temperatures and densities with a rather complex mor-
phology, as revealed recently with ALMA (Goicoechea et al.
2016). In the following, however, we will assume that CH+

probes a region with homogeneous density and temperature,
corresponding to the “hot gas at average density” described
by Nagy et al. (2017) for the Orion Bar.

As explained in the Introduction, since CH+ is de-
stroyed by hydrogen atoms and electrons on a similar time
scale as it is rotationally equilibrated (by the same colliders),
the chemical formation and destruction rates need to be in-
cluded when computing the statistical equilibrium equation
(e.g. van der Tak et al. 2007):

dni

dt
=

NX

i 6=j

njPji � ni

NX

i 6=j

Pij + Fi � niDi = 0. (2)

In this equation, N is the number of levels considered, ni is
the level population of level i, Pji and Pij are the populating
and depopulating rates:

Pij =

⇢
Aij +Bij J̄⌫ + Cij (i > j)

Bij J̄⌫ + Cij (i < j),
(3)

and Fi and Di are the state-resolved formation and destruc-
tion rates, respectively, of level ni. In Eq. 3, J̄⌫ denotes the
specific intensity integrated over line profile and solid angle
and averaged over all directions. The proportionality rates
Aij and Bij are the Einstein coe�cients for spontaneous
and stimulated emission, respectively, and the Cij are the
collisional rates, i.e. the product of the collisional rate co-
e�cients (in cm3s�1) and the collider density (in cm�3),
summed over all possible collision partners (here H and e�).
Note that in Eq. 3, the notation i > j means all states i
with an energy higher than the energy of level j.

The main di�culty in solving the radiative transfer
problem is the interdependence between the level popu-
lations and the local radiation field. Among approximate
methods, the escape probability technique (e.g. Castor 1970)
is widely employed. It is not adapted to model inhomo-
geneous sources, for which more sophisticated treatments
are available (see e.g. Lambert et al. 2015, and references
therein), but it is very useful in describing global average
properties. In the present work, we have employed the pub-
lic version of the RADEX code1 which uses the escape proba-
bility formulation assuming an isothermal and homogeneous
medium. In its public version, the formation and destruction
rates are assumed to be zero. We have therefore implemented
in RADEX the inclusion of the source (Fi in cm3s�1) and sink
(Di in s�1) terms, which requires only minor modifications.
It should be noted that only the relative values of Fi matter
since the CH+ column density is fixed within RADEX. As a re-
sult, the column density of C+ and H2(⌫H2 > 0) are implicit
parameters in our calculations. The adopted formation rates

1 http://home.strw.leidenuniv.nl/⇠moldata/radex.html
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TABLE I. The fitting parameters ⇠1, ⇠2, and ⇠3 for the data obtained at T = 60 K in experiments with nH2 and
eH2 hydrogen (see Figure 7). Values ⇠1, ⇠2, and ⇠3 are given in format ⇠i0(m) indicating ⇠i = ⇠i0⇥10m. For
comparison, the values e/n↵bin and contributions from ⇠1[He], ⇠2[H2], and ⇠3[H2][He] terms are given in units
10�7 cm3 s�1. The values are deduced from Equation (6) using fitting parameters ⇠1, ⇠2, ⇠3 for typical densities
of H2 and He, [He]= 5⇥1017 cm�3, [H2]= 5⇥1012 cm�3.

60 K e/n↵bin ⇠1[He] ⇠2[H2] ⇠3[H2][He] ⇠1 ⇠2 ⇠3

gas (10�7 cm3 s�1) (10�7 cm3 s�1) (10�7 cm3 s�1) (10�7 cm3 s�1) (cm6 s�1) (cm6 s�1) (cm9 s�1)

nH2 0.75 0.65 7.0(�12) 0.15 1.29(�25) 1.4(�31) 5.8(�39)
eH2 1.44 0.66 �1.5(�12) 0.45 1.32(�25) �3.0(�32) 1.8(�38)

experiment. The binary values e↵bin and n↵bin are those in the
limits [He]! 0 and [H2]! 0.

The fitting parameters for the data measured at 60 K with
nH2 and eH2 are given in Table I. Listed are also the contribu-
tions from all four terms of function (6) deduced for typical
densities of H2 and He in experiments ([He] = 5 ⇥ 1017 cm�3,
[H2] = 5 ⇥ 1012 cm�3). The contributions from the third term
⇠2[H2] are very low in comparison with contributions from
other terms. The contribution from ⇠3[H2][He] is comparable
with e/n↵bin and with contribution from ⇠1[He], and hence, the
best-fitting surfaces are not planes but are slightly twisted.
More twisted is the surface obtained from data measured with
eH2. This may indicate the existence of a loss process that
depends on the product [He][H2] and this process is more
e↵ective for eH2 (see also Fig. 6). It is possible that part of
the observed recombination loss is due to H+5 ions that are
formed by three-body association involving both helium and
hydrogen, but the data do not allow a firm conclusion. The
inference of the binary recombination rates is not a↵ected by
this ambiguity.

V. RESULTS AND DISCUSSION

A. Temperature dependence of the rate coe�cients

Sections III and IV point out the experimental di�culties
in measuring state specific binary recombination coe�cients
for H+3 in the two nuclear spin states. One needs large data
sets at di↵erent gas densities and has little choice but to obtain
the final result by extrapolation. In this section, we show that
the results obtained by di↵erent methods are nevertheless quite
consistent.

The results of the Cryo-FALP II measurements of p↵bin
and o↵bin at di↵erent temperatures (60 K, 78 K, and 210 K)
are compared to those obtained in the parallel SA-CRDS
experiment in Fig. 8. The graph includes new SA-CRDS
data of n↵e↵ and e↵e↵ at 115 K, 145 K, 180 K, and 300 K
obtained by in situ determination of p f3 and data obtained
in our earlier SA-CRDS experiments19–21,50 at temperatures
85 K, 140 K, 165 K, and 195 K. In addition, the graph shows
values of n↵e↵measured in FALP, SA-CRDS, and Cryo-FALP
II experiments with nH2 as precursor gas to form H+3 ions (see
Ref. 41).

The rate coe�cients p↵bin and o↵bin obtained in the Cryo-
FALP II experiments are in good agreement with the values
obtained in SA-CRDS experiments in the covered tem-
perature range. In our previous studies, we also observed

agreement between values of n↵bin measured by SA-CRDS
and by FALP/Cryo-FALP II (see Ref. 41). This is particularly
noteworthy because these two experiments di↵er greatly in the
formation of the H+3 plasma, in the electron/ion densities, in the
time scale of the plasma decay, and in the diagnostics used to
determine the parameters of the afterglow plasma. Within the
accuracy of the experimental data, there is also good agreement
with the storage ring data at 300 K9,16 that are indicated by
arrows on the right hand side of the graph. The values of p↵bin,
o↵bin, and n↵bin are given in the summarization of CRYRING
data for 300 K in Ref. 13. At lower temperatures, there are
no accurate data from storage rings to compare.15 Figure 8
also shows the theoretical temperature dependences of the
binary recombination rate coe�cients for pure para–H+3 , pure

FIG. 8. Cryo-FALP II and SA-CRDS. Nuclear spin state-specific binary
recombination rate coe�cients measured in Cryo-FALP II, FALP, and SA-
CRDS experiments. Triangles and squares indicate p↵bin and o↵bin, respec-
tively. The values at 85 K, 140 K, 165 K, and 195 K were taken from our
previous experiments.19 The values of n↵bin (circles) were measured in the
Cryo-FALP II, FALP, and SA-CRDS experiments and some data were taken
from our previous studies.19,41 The diamonds refer to n↵bin (open diamonds)
and e↵bin (closed diamonds) measured in the present Cryo-FALP II experi-
ment. The full lines are fits to p↵bin, o↵bin, and n↵bin to the function in Eq. (7)
that is used in astrophysical databases. For details and for the parameters of
the fits see the text and Table II. The arrows on the right hand side of the figure
denoted as p, o, and n indicate the values of p↵bin, o↵bin, and n↵bin obtained
in CRYRING,13 respectively. The dashed lines indicated as para, ortho, and
thermodynamic equilibrium (TDE) are theoretical dependences for para–H+3 ,
ortho–H+3 , and for H+3 ions in TDE.33,35 The dashed-dotted lines E–CRRSA
and E–CRRFALP are e↵ective binary rate coe�cients of ternary E–CRR
calculated for electron number densities ne(SA-CRDS)= 3⇥1010 cm�3 and
ne(Cryo-FALP II)= 5⇥108 cm�3.19,27–29

Hejduk et al. (2015)
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FIG. 7. DR rate coefficient as a function of the center-of-mass
collision energy Ec.m.. The black squares depict the results of
the present measurement obtained using the supersonic expansion
source with a 1:5 n-H2:Ar gas mixture. The data are independently
normalized to the absolute rate measurement described in Sec. IV B.
The gray dots represent the 2002 CRYRING measurement [11].

Figure 8(a) shows a comparison of the rate coefficient
at low energies obtained with 1:5 n-H2:Ar and 1:5 p-H2:Ar
mixtures, respectively. The rate coefficient has been multiplied
by

√
Ec.m. in all cases to eliminate the inherent 1/v dependence

for clarity of presentation. The data obtained using p-H2 show a
slightly higher rate coefficient at low collision energies. While
this general trend is consistent with previous measurements,
we observe structural details in the rate coefficients that
were not visible in either of the previous studies. The higher
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FIG. 8. (Color online) Comparison of the DR rate coefficient
for different nuclear spin modifications of H+

3 . The upper panel (a)
shows the results obtained with the supersonic expansion source and
1:5 n-H2:Ar (blue circles) and 1:5 p-H2:Ar (red squares) mixtures.
The lower panel (b) shows the extrapolated results for “pure” p-H+

3
(red squares) and “pure” o-H+

3 (blue circles). For the extrapolation we
assume a p-H+

3 fraction of (47.9 ± 2)% for n-H2:Ar and (70.8 ± 2)%
for p-H2:Ar (see discussion in the text). The error bands in the lower
panel represent the effect of the 2% uncertainty in the spectroscopic
determination of the p-H+

3 fractions.

transverse electron temperature of ∼4 meV in the experiment
of Kreckel et al. [13] and ∼2 meV for Tom et al. [22], as
compared to ∼1 meV for the present work, might be partly
responsible for the absence of structure in those measurements.
On the other hand, the 2002 CRYRING measurements [11] that
were performed with the same ∼2 meV transverse electron
temperature as those of Tom et al. display distinctly more
structure at low energy. Tom et al. suggest that the presence of
excited rotational states, perhaps due to residual gas collisions
in CRYRING, might have smoothed out the rate coefficient
curve [22].

Figure 8(b) shows the rate coefficients of o-H+
3 and p-H+

3
extrapolated from the present measurements using n-H2:Ar
and p-H2:Ar mixtures. For the extrapolation we assumed that
the n-H2:Ar mixture results in a p-H+

3 fraction of 47.9% and
the p-H2:Ar mixture results in a p-H+

3 fraction of 70.8%, as
inferred from the cavity ring-down spectra. This procedure
can be questioned, since the rotational temperature derived
from DR fragment imaging is much higher than the rotational
temperature of the ion source in the spectroscopic measure-
ments. Hence, a heating process must exist that changes the
rotational level populations. It is not clear whether this process
will also influence the p-H+

3 fraction, but since the initial
200 K temperature of the ion source is not too far from room
temperature, here we assume that the measured nuclear spin
distribution is a result of the high-temperature equilibrium as
established in H+

3 -H2 collisions and that further collisions with
the same buffer gas at higher collision energies will not alter
the p-H+

3 fraction.
It should be mentioned, however, that experiments with

isotopically substituted species suggest that H+
3 + H2 colli-

sions at increased temperatures [48] proceed predominantly
via the proton-hop channel. As the proton-hop reaction favors
para-enrichment of H+

3 in p-H2 gas (see [49,50] for nuclear
spin selection rules in H+

3 + H2 collisions), this could lead to
an increase of the p-H+

3 fractions when the ions are extracted
through p-H2 gas in the present case. Effectively, this would
lead us to overestimate the differences between the o-H+

3 and
p-H+

3 rate coefficients extrapolated for Fig. 8(b).
With that being said, the comparison in Fig. 8(b) shows

differences between the rate coefficients for o-H+
3 and p-H+

3
at narrow structures in their energy dependence. At energies
between 10−3 eV and 5×10−3 eV the p-H+

3 rate coefficient
is higher than the o-H+

3 rate coefficient by roughly a factor
of two. Below 10−3 eV the results must be considered
less informative as the transverse electron temperature will
dominate the measured rates. Above 10−2 eV there are distinct
regions where the rate coefficients for the two nuclear spin
modifications exhibit counterpropagating trends, resulting in
rather large differences in the rate coefficients. Most notably is
the region around 2.5×10−2 eV where the o-H+

3 rate coefficient
almost tends toward zero. Comparison to theory will reveal
whether these energies can be matched with resonances in the
DR cross section.

V. ION EXTRACTION

The fragment imaging results confront us with the fact that
the rotational temperatures of the stored H+

3 ions are much
higher than the spectroscopically measured temperatures. On
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Physical conditions in the CMZ ?

• 6 sources selected: 
!, !+, $, NHS 21, NHS 42, GCS 3-2 
(from Oka et al. 2019)

• Oka et al. (2019):
n < 20-650 cm-3; Tk ~ 140-230 K

• Present model:
n < 20-950 cm-3; Tk ~ 70-240 K

accurate perhaps to within 5%, it uses roughly estimated
collision rate constants based only on the Boltzmannian
principle of detailed balancing and their symmetric division
(their Equations (1)–(3)). This treatment also ignores the
nuclear spin selection rules in the H3

+–H2 collisions
(Quack 1977; Oka 2004). A more detailed state-to-state
calculation of collisional rate constants including the spin
selection rules has since been given by Park & Light
(2007a, 2007b) using a statistical method. A more recent paper
by Gómez-Carrasco et al. (2012), which is based on the
statistical treatment of Park and Light but uses the full potential
energy surface of the H5

+ complex (Aguado et al. 2010) and the
quasi-classical trajectory method, is used in the Meudon model
analysis of Le Petit et al. (2016).

A comparison between the Chicago model and the Meudon
model calculations of the two-dimensional N(3, 3)/N(1, 1) and
N(3, 3)/N(2, 2) plots in terms of n and Tk is given in the top
and bottom panels, respectively, of Figure 10 of Le Petit et al.
(2016). Their study indicates that the crudely estimated
collision rates of the Chicago model provide the essential
features of the Meudon model in the region of interest of n and
Tk and that the difference between the two approaches is due
mainly to a scaling factor for the number density n; the two
diagrams agree approximately if the scale of the number
density n in the Chicago models is multiplied by a factor of ∼8.
This suggests that the rate constant for the �H3 (2, 2)→(1, 1)
collision-induced transition used in the Chicago model is 8
times higher than in the Meudon model. Since the total
collision rate constant is normalized approximately to the
Langevin rate constant of q �2 10 9 cm−3 in Equation (3) of
Oka & Epp (2004), in Section 3F of Park & Light (2007a), and
in Figure 7 of Gómez-Carrasco et al. (2012), the difference
must be due to the quantum number dependence of the rate
constant, which is not considered in the Chicago model.
Whether a quantum number dependence as significant as that

shown in Figure 7 of Gómez-Carrasco et al. exists for chemical
collisions remains to be seen.
In spite of this difference, Le Petit et al. (2016) obtained a

roughly similar, although somewhat higher, kinetic temperature
range, Tk=212–505 K, and a similar upper density limit,
n�100 cm−3, to the Chicago model.

5.2. Cosmic-Ray H2 Ionization Rate ζ and Dimension of
Diffuse Clouds

In this section, we estimate the cosmic-ray ionization rate in the
CMZ, using Tk=200K and n�100 cm−3 as representative

Table 6
Level Column Densities and Total Column Densities of �H3 in Diffuse Clouds and Temperature and Density of Diffuse Clouds

Star ( )N 1, 1 ( )N 3, 3 ( )N 1, 0 a ( )N 2, 2 b ( )�N H3 diffuse
c ( ) ( )N N3, 3 1, 1 ( )T 3, 3 1, 1ex

d Tk
e nf

(1015 cm−2) (1015 cm−2) (1015 cm−2) (1015 cm−2) (1015 cm−2) (K) (K) (cm−3)

α 0.73 0.19h 0.51 <0.03 1.57 0.26 125 154 <17
B� 2.10 0.86h 1.47 <0.29 4.84 0.41 148 182 <58
β 0.58 0.40h 0.41 L 1.53 0.69 189 L L
γ 1.16 0.64 0.81 <0.14 2.87 0.55 169 227 <45
δ 0.85 L 0.60 L L L L L L
NHS 21 0.45 0.17 0.32 <0.21 1.03 0.38 172 141 <651
NHS 22 0.55 L 0.39 <0.29 L L L L L
NHS 42 1.24 0.64 0.87 <0.41 3.03 0.52 164 181 <178
NHS 25 1.43 L 1.00 <0.33 L L L L L
GCS 3-2 1.45 0.70 1.01 <0.14 3.48 0.48 159 211 <36
FMM 362 1.13 0.47 0.79 L 2.63 0.35 138 L L
θ 1.24 0.95g 0.87 L 3.37 0.77 200 L L
M� 1.27g 0.43 0.89g L 2.85 0.34 138 L L
M � � 2.94g L 2.16g <0.30 L L L L L

Notes.
a Calculated from ( ) ( )�N N1, 0 0.7 1, 1 ; see text.
b Upper limits are 1σ.
c Sum of ( )N 1, 1 , ( )N 3, 3 , ( )N 1, 0 and multiplied by 1.1; see text.
d Excited temperature calculated from Equation (4).
e Kinetic temperature Tk of diffuse clouds calculated in Section 5.1.1.
f Upper limits of densities ( ) ( )� �n n nH H2 of diffuse clouds calculated in Section 5.1.1.
g ( )N 1, 1 values include contributions from spiral arms.
h ( )N 3, 3 values may be compromised by atmospheric water absorption.

Figure 9. Temperature and density plotted in filled circles as functions of
population ratios n(3, 3)/n(1, 1) and n(3, 3)/n(2, 2) by inverting the diagram of
Oka & Epp (2004). The n(3, 3)/n(2, 2) are all lower limits.
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Most likely average values (Geballe & Oka)
_ �k 10e

7 cm3 s−1 (Appendix A.1), is more than 4 orders of
magnitude higher than the radiative recombination rate
constant _ q �k 5 10r

12 cm3 s−1 (Appendix A.5). This
means that ( )�n H is more than 4 orders of magnitude higher
than ( )�n H3 . Thus, from the condition of neutrality

( ) ( )� �� �n n nH H3 e*, ( ) ��n nH e* to a good approximation.
We therefore obtain the steady-state equation for electrons,
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where the first and second terms represent electrons from the
photoionization of carbon atoms and the cosmic-ray ionization
of H2 and H, respectively. Using the carbon-to-hydrogen ratio
after depletion of ( ) � q �n n 1.6 10C H SV

4 (Sofia et al. 2004)
and the increase of metallicity from the solar vicinity to the GC
of �R 3 (Appendix A.2), we find the electron number density
from photoionization of carbon to be higher than q � n5 10 4

H.
For a low value of ζ, ne* is negligible as given in our earlier

analysis (Oka et al. 2005). Equation (11) indicates that as ζ
increases, ne* increases approximately as ( )[ �n k n2 HH e 3 .
Numerical estimates indicate that the fraction of ne* arising
from ionization becomes significant for [ � �10 15 s−1, in
approximate agreement with the result in Figure 2 of Le Petit
et al. (2016). The above simplified treatment, in which the
number density from carbon atoms is set as a constant and their
participation neglected in the analysis, introduces some error in
the region where ne* is comparable to ( )n n RnC H SV H, but
Equation (8) and equations thereafter are accurate in regions
with �[ �10 15 s−1 where ( )�n n n Rne C H SV H* , which
applies to the CMZ, as shown below.

5.2.4. Self-consistent Solution for ζ

With the reduced �H3 production rate discussed in
Section 5.2.2 and the increased electron number density
discussed in Section 5.2.3, steady-state �H3 chemical equili-
brium is described by

[ ( )] [( ) ] ( ) ( )[ � � �n f k n n Rn n nH H . 13H 2
2

e C H SV H e 3*

Since ne is a function of ( )�n H3 (Equation (8)), which in turn is
a complicated function of ζ, it is a hopeless task to solve this
equation directly. Instead, we make use of the observed total

�H3 column density ( )�N H3 and calculate ( ) ( )�� �n N LH H3 3
for assumed column lengths L. Equations (8) and (9) then have
only two unknowns, ζ and nH. For each value of nH we obtain ζ
by simply solving a quadratic equation as shown in
Appendix B.

We use ( ) � q�N H 3 103
15 cm−2, which is typical of

observed �H3 column densities toward deeply embedded stars
that are located near the center of the CMZ such as GCS 3-2,
GCIRS 3, GCIRS 1W, etc. Plots of ζ as a function of nH for
assumed column lengths L are given in Figure 10.

5.2.5. Estimating ζ and L

Figure 10 indicates that the observed �H3 column densities
can be obtained by a wide range of ( – )[ � q �1 5 10 14 s−1,

( – )�n 20 140H cm−3, and L=(60–140) pc. This situation is
parallel to Oka et al. (2005), in which ζ L was obtained from
observed ( )�N H3 , but ζ and L could not be uniquely separated.
In this section, we attempt to separate them using various
considerations to arrive at the most likely approximate mean
values of ζ, nH, and L in the front half of the CMZ.
First, the analysis of observed data in Section 4.4 gave

n<100 cm−3. Since ( ) ( )� �n n nH H2 and ( )� �n n HH
( )n2 H2 are related as [ ( ) ]� �n f n1 H 22 H, the constraint on n

sets the upper limit of nH in Figure 10 to be �n 140H cm−3 for
( ) �f H 0.62 (Appendix A.3). Although observational data

from which to determine the value of n are lacking, n is
unlikely to be much lower than the above upper limit in view of
the high column density of �H3 . We adopt ( – )_n 60 70H cm−3

and ( – )_L 60 140 pc with ( ) _� �n nH 103 H
7 as the most

plausible values.
As for the most likely value of the cloud length L, we regard

the large velocity spreads of the �H3 absorption troughs of many
of the spectra of centrally located stars (those shown in
Figures 3 and 4) as indicating long absorption path lengths
covering most of the distance from the center of the CMZ to its
edge. As the sight line moves away from the center, the
velocity dispersion decreases with relatively sharp absorptions
found toward stars located near the eastern and western edges.
This behavior is consistent with the warm and diffuse gas
occupying a large portion of the CMZ, and therefore we
assume L∼100 pc corresponding to a volume filling factor
_f 2 3 for it.
From these considerations we propose the following

parameters to be the most likely average values of the warm
and diffuse gaseous environment: [ _ q �2 10 14 s−1, _L 100
pc, �f 2 3, _n 70H cm−3, _n 50 cm−3, ( ) _n H 202 cm−3,

( ) _n H 30 cm−3, ( ) _ q� �n H 1 103
5 cm−3, ( ) _ _� �n nH _e

0.30 cm−3, _n 0.33e cm−3. These values of ζ, L, and nH are
shown in Figure 10 with approximate error limits. Assuming
that the warm diffuse gas is in the shape of a disk with radius

Figure 10. Cosmic-ray ionization rate ζ vs. hydrogen atom number density nH
for different values of diffuse cloud path length, L. This is a plot of Equation
(B5) in which wx nH and ( )w �H N LH3 , where ( )�N H3 , the total column
density of �H3 , is assumed to be q3 1015 cm−2. The white ellipse represents
the most plausible values of ζ, nH, and L.
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Tk ~ 200 K
L ~ "00 pc

Oka et al. (2019) + Oka & Epp (2004)

#~ 2 x 10-14 s-1



H3
+ excitation as a probe of n(e-)

• Best values from Oka et al. (2019):
• Tk = 200K
• n = 50 cm-3 with f(H2)=0.6
• n(H3

+) = 1 x 10-5 cm-3 (L ~ 100 pc)
• n(e-) = 0.33 cm-3

• Chemical pumping model (with f(H2)=1)
• OFF n(e-) < 0.3 cm-3

• ON n(e-) < 0.1 cm-3

Faure et al. in preparation



A new estimate of the CR ionization rate ?

• The electron fraction is a simple 
function of ! (Oka et al. 2019):

• We obtain ! ≲ 2 x 10-14 s-1

• Problem: the degeneracy between
density and temperature

_ �k 10e
7 cm3 s−1 (Appendix A.1), is more than 4 orders of

magnitude higher than the radiative recombination rate
constant _ q �k 5 10r

12 cm3 s−1 (Appendix A.5). This
means that ( )�n H is more than 4 orders of magnitude higher
than ( )�n H3 . Thus, from the condition of neutrality

( ) ( )� �� �n n nH H3 e*, ( ) ��n nH e* to a good approximation.
We therefore obtain the steady-state equation for electrons,

[ ( ) ][ � ��n k n k n n2 HH e 3 r e e* *, which gives
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where the first and second terms represent electrons from the
photoionization of carbon atoms and the cosmic-ray ionization
of H2 and H, respectively. Using the carbon-to-hydrogen ratio
after depletion of ( ) � q �n n 1.6 10C H SV

4 (Sofia et al. 2004)
and the increase of metallicity from the solar vicinity to the GC
of �R 3 (Appendix A.2), we find the electron number density
from photoionization of carbon to be higher than q � n5 10 4

H.
For a low value of ζ, ne* is negligible as given in our earlier

analysis (Oka et al. 2005). Equation (11) indicates that as ζ
increases, ne* increases approximately as ( )[ �n k n2 HH e 3 .
Numerical estimates indicate that the fraction of ne* arising
from ionization becomes significant for [ � �10 15 s−1, in
approximate agreement with the result in Figure 2 of Le Petit
et al. (2016). The above simplified treatment, in which the
number density from carbon atoms is set as a constant and their
participation neglected in the analysis, introduces some error in
the region where ne* is comparable to ( )n n RnC H SV H, but
Equation (8) and equations thereafter are accurate in regions
with �[ �10 15 s−1 where ( )�n n n Rne C H SV H* , which
applies to the CMZ, as shown below.

5.2.4. Self-consistent Solution for ζ

With the reduced �H3 production rate discussed in
Section 5.2.2 and the increased electron number density
discussed in Section 5.2.3, steady-state �H3 chemical equili-
brium is described by
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Since ne is a function of ( )�n H3 (Equation (8)), which in turn is
a complicated function of ζ, it is a hopeless task to solve this
equation directly. Instead, we make use of the observed total

�H3 column density ( )�N H3 and calculate ( ) ( )�� �n N LH H3 3
for assumed column lengths L. Equations (8) and (9) then have
only two unknowns, ζ and nH. For each value of nH we obtain ζ
by simply solving a quadratic equation as shown in
Appendix B.

We use ( ) � q�N H 3 103
15 cm−2, which is typical of

observed �H3 column densities toward deeply embedded stars
that are located near the center of the CMZ such as GCS 3-2,
GCIRS 3, GCIRS 1W, etc. Plots of ζ as a function of nH for
assumed column lengths L are given in Figure 10.

5.2.5. Estimating ζ and L

Figure 10 indicates that the observed �H3 column densities
can be obtained by a wide range of ( – )[ � q �1 5 10 14 s−1,

( – )�n 20 140H cm−3, and L=(60–140) pc. This situation is
parallel to Oka et al. (2005), in which ζ L was obtained from
observed ( )�N H3 , but ζ and L could not be uniquely separated.
In this section, we attempt to separate them using various
considerations to arrive at the most likely approximate mean
values of ζ, nH, and L in the front half of the CMZ.
First, the analysis of observed data in Section 4.4 gave

n<100 cm−3. Since ( ) ( )� �n n nH H2 and ( )� �n n HH
( )n2 H2 are related as [ ( ) ]� �n f n1 H 22 H, the constraint on n

sets the upper limit of nH in Figure 10 to be �n 140H cm−3 for
( ) �f H 0.62 (Appendix A.3). Although observational data

from which to determine the value of n are lacking, n is
unlikely to be much lower than the above upper limit in view of
the high column density of �H3 . We adopt ( – )_n 60 70H cm−3

and ( – )_L 60 140 pc with ( ) _� �n nH 103 H
7 as the most

plausible values.
As for the most likely value of the cloud length L, we regard

the large velocity spreads of the �H3 absorption troughs of many
of the spectra of centrally located stars (those shown in
Figures 3 and 4) as indicating long absorption path lengths
covering most of the distance from the center of the CMZ to its
edge. As the sight line moves away from the center, the
velocity dispersion decreases with relatively sharp absorptions
found toward stars located near the eastern and western edges.
This behavior is consistent with the warm and diffuse gas
occupying a large portion of the CMZ, and therefore we
assume L∼100 pc corresponding to a volume filling factor
_f 2 3 for it.
From these considerations we propose the following

parameters to be the most likely average values of the warm
and diffuse gaseous environment: [ _ q �2 10 14 s−1, _L 100
pc, �f 2 3, _n 70H cm−3, _n 50 cm−3, ( ) _n H 202 cm−3,

( ) _n H 30 cm−3, ( ) _ q� �n H 1 103
5 cm−3, ( ) _ _� �n nH _e

0.30 cm−3, _n 0.33e cm−3. These values of ζ, L, and nH are
shown in Figure 10 with approximate error limits. Assuming
that the warm diffuse gas is in the shape of a disk with radius

Figure 10. Cosmic-ray ionization rate ζ vs. hydrogen atom number density nH
for different values of diffuse cloud path length, L. This is a plot of Equation
(B5) in which wx nH and ( )w �H N LH3 , where ( )�N H3 , the total column
density of �H3 , is assumed to be q3 1015 cm−2. The white ellipse represents
the most plausible values of ζ, nH, and L.
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7 cm3 s−1 (Appendix A.1), is more than 4 orders of

magnitude higher than the radiative recombination rate
constant _ q �k 5 10r

12 cm3 s−1 (Appendix A.5). This
means that ( )�n H is more than 4 orders of magnitude higher
than ( )�n H3 . Thus, from the condition of neutrality

( ) ( )� �� �n n nH H3 e*, ( ) ��n nH e* to a good approximation.
We therefore obtain the steady-state equation for electrons,
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where the first and second terms represent electrons from the
photoionization of carbon atoms and the cosmic-ray ionization
of H2 and H, respectively. Using the carbon-to-hydrogen ratio
after depletion of ( ) � q �n n 1.6 10C H SV

4 (Sofia et al. 2004)
and the increase of metallicity from the solar vicinity to the GC
of �R 3 (Appendix A.2), we find the electron number density
from photoionization of carbon to be higher than q � n5 10 4

H.
For a low value of ζ, ne* is negligible as given in our earlier

analysis (Oka et al. 2005). Equation (11) indicates that as ζ
increases, ne* increases approximately as ( )[ �n k n2 HH e 3 .
Numerical estimates indicate that the fraction of ne* arising
from ionization becomes significant for [ � �10 15 s−1, in
approximate agreement with the result in Figure 2 of Le Petit
et al. (2016). The above simplified treatment, in which the
number density from carbon atoms is set as a constant and their
participation neglected in the analysis, introduces some error in
the region where ne* is comparable to ( )n n RnC H SV H, but
Equation (8) and equations thereafter are accurate in regions
with �[ �10 15 s−1 where ( )�n n n Rne C H SV H* , which
applies to the CMZ, as shown below.

5.2.4. Self-consistent Solution for ζ

With the reduced �H3 production rate discussed in
Section 5.2.2 and the increased electron number density
discussed in Section 5.2.3, steady-state �H3 chemical equili-
brium is described by

[ ( )] [( ) ] ( ) ( )[ � � �n f k n n Rn n nH H . 13H 2
2

e C H SV H e 3*

Since ne is a function of ( )�n H3 (Equation (8)), which in turn is
a complicated function of ζ, it is a hopeless task to solve this
equation directly. Instead, we make use of the observed total

�H3 column density ( )�N H3 and calculate ( ) ( )�� �n N LH H3 3
for assumed column lengths L. Equations (8) and (9) then have
only two unknowns, ζ and nH. For each value of nH we obtain ζ
by simply solving a quadratic equation as shown in
Appendix B.

We use ( ) � q�N H 3 103
15 cm−2, which is typical of

observed �H3 column densities toward deeply embedded stars
that are located near the center of the CMZ such as GCS 3-2,
GCIRS 3, GCIRS 1W, etc. Plots of ζ as a function of nH for
assumed column lengths L are given in Figure 10.

5.2.5. Estimating ζ and L

Figure 10 indicates that the observed �H3 column densities
can be obtained by a wide range of ( – )[ � q �1 5 10 14 s−1,

( – )�n 20 140H cm−3, and L=(60–140) pc. This situation is
parallel to Oka et al. (2005), in which ζ L was obtained from
observed ( )�N H3 , but ζ and L could not be uniquely separated.
In this section, we attempt to separate them using various
considerations to arrive at the most likely approximate mean
values of ζ, nH, and L in the front half of the CMZ.
First, the analysis of observed data in Section 4.4 gave

n<100 cm−3. Since ( ) ( )� �n n nH H2 and ( )� �n n HH
( )n2 H2 are related as [ ( ) ]� �n f n1 H 22 H, the constraint on n

sets the upper limit of nH in Figure 10 to be �n 140H cm−3 for
( ) �f H 0.62 (Appendix A.3). Although observational data

from which to determine the value of n are lacking, n is
unlikely to be much lower than the above upper limit in view of
the high column density of �H3 . We adopt ( – )_n 60 70H cm−3

and ( – )_L 60 140 pc with ( ) _� �n nH 103 H
7 as the most

plausible values.
As for the most likely value of the cloud length L, we regard

the large velocity spreads of the �H3 absorption troughs of many
of the spectra of centrally located stars (those shown in
Figures 3 and 4) as indicating long absorption path lengths
covering most of the distance from the center of the CMZ to its
edge. As the sight line moves away from the center, the
velocity dispersion decreases with relatively sharp absorptions
found toward stars located near the eastern and western edges.
This behavior is consistent with the warm and diffuse gas
occupying a large portion of the CMZ, and therefore we
assume L∼100 pc corresponding to a volume filling factor
_f 2 3 for it.
From these considerations we propose the following

parameters to be the most likely average values of the warm
and diffuse gaseous environment: [ _ q �2 10 14 s−1, _L 100
pc, �f 2 3, _n 70H cm−3, _n 50 cm−3, ( ) _n H 202 cm−3,

( ) _n H 30 cm−3, ( ) _ q� �n H 1 103
5 cm−3, ( ) _ _� �n nH _e

0.30 cm−3, _n 0.33e cm−3. These values of ζ, L, and nH are
shown in Figure 10 with approximate error limits. Assuming
that the warm diffuse gas is in the shape of a disk with radius

Figure 10. Cosmic-ray ionization rate ζ vs. hydrogen atom number density nH
for different values of diffuse cloud path length, L. This is a plot of Equation
(B5) in which wx nH and ( )w �H N LH3 , where ( )�N H3 , the total column
density of �H3 , is assumed to be q3 1015 cm−2. The white ellipse represents
the most plausible values of ζ, nH, and L.
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3. Concluding remarks



Conclusions

• Excitation of H3
+ in the galactic centre is a challenging problem for 

molecular physics

• Because x(e-) is high, secondary electrons play a key role and it is crucial to 
couple inelastic AND reactive collisions between H3

+ and H, H2, and e-

(H3
+ + H collisions in progress in Grenoble) 

• Our model predicts an upper limit ! ≲ 2 x 10-14 s-1 but more laboratory 
works are needed before a robust estimation of # can be made 
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