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Figure 3.Hydrogen column density for MW3 at z = 2.3. Top left:NH. Top right:NH I from the CIE model. Bottom left:NH I from the UVB model. Bottom
right: NH I from the STAR model. Most of the gas that resides in the streams is ionized by electron collisions and the UVB, while photons from newly born
stars affect the high column density inside the central and satellite galaxies and their immediate surroundings.

for visualization purposes), for the central disk of MW3 at z =
2.3 and in a nearly face-on view. Most of the ionizing radiation is
produced in clumps and in spiral density wakes. While the SFR in
the entire box approaches 50M⊙ yr−1, the central disk accounts for
only half of the total ionizing radiation (with SFR∼ 27M⊙ yr−1).
About 50% of the remaining photons come from a large satellite
which is forming stars at ∼ 10 M⊙ yr−1. This example highlights
the fact that photons from young stars that escape the surrounding
halos can introduce low level anisotropies in the UV radiation field.

3.1.4 Dust opacity

Dust is an important sink of Lyman continuum photons, particu-
larly relevant for radiation from local sources. Using the metallicity
in the gas phase from SN II and SN Ia, the dust volume density is
given by

ρd = fd µ mp (ZSN Ia + ZSN II)(nHI + 0.01 nHII) , (2)

where fd = 0.4 is an estimate of the fraction of metals locked
in dust (Dwek 1998) and µ = 1.245 is the mean particle weight,
including helium. To mimic grain destruction, we suppress dust for-
mation in ionized regions to only 1% of what is found in the neutral

phase. This fraction is the most uncertain quantity in the dust model
(see Laursen et al. 2009, section 7).

From the dust density we compute the dust optical depth at
912Å, i.e. the hydrogen ionization potential, in each AMR cell as
τ = α l, with α = nd (σs + σa) = κ ρd (1 − A)−1 and l the
cell size. Here, σs and σa are the scattering and absorption cross
sections, A is the albedo, and κ is the frequency dependent dust
absorptive opacity. For the above quantities, we assume κ = 9.37×
104 cm2 g−1 and A = σs/σd = 0.248 (Draine 2003). During the
RT calculations, at the relevant UV wavelengths, a linear fit to the
Li & Draine (2001) data is used: κ(λ) = 9.25 × 104 − 91.25 ×
(912Å−λ) andA(λ) = 0.24+0.00028(912Å−λ). A map of the
dust optical depth for MW3 at z = 2.3 in a nearly face-on view is
in the right panel of Figure 2. Here the projected dust optical depth
is computed along a path of 282 kpc, the size of the entire box.

3.2 Results of the radiative transfer calculation

For each galaxy, we run three different RT models, gradually in-
cluding additional physical processes. In the first model (hereafter
CIE model), we derive the neutral fraction assuming CIE, without
any source of radiation. In the second calculation (UVB model),
we include the UVB together with dust and collisional ionization.
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Figure 1. (Top:) ESI/Keck spectrum of the quasar J094927+111518 with, superimposed, the transmission curves of the u′, V , R, and I filters of LRIS at
Keck. The Lyα transition and the Lyman limit of the targeted DLA and of the LLS that acts as a blocking filter are also marked. (Bottom) LRIS/Keck images
of a 20′′ × 20′′ region centered at the quasar position in these four filters. Because of the intervening LLS, the quasar light which dominates the inner ∼ 2′′

(circles) in the red filters is completely absorbed in the u′ band, allowing for the detection of faint galaxies at all impact parameters, including objects that are
aligned or in close proximity to the quasar location (arrows).

recent searches that have employed efficient spectroscopic tech-
niques (e.g. Fynbo et al. 2010; Péroux et al. 2011; Jorgenson &
Wolfe 2013), have resulted in a dozen confirmed DLA galaxies.
While useful for basic investigations (Krogager et al. 2012), this
sample is obviously small compared to the known DLAs or com-
pared to the galaxy populations that are selected with imaging tech-
niques (e.g. the Lyman break galaxies or LBGs). Furthermore, ab-
sent a rigorous census of the non detections and a homogeneous
selection of the DLAs for which host galaxies are searched for, one
should take any inference on the DLA galaxy population based on
the compilation of different searches with a grain of salt.

To overcome some of these limitations, we have undertaken
a new imaging survey that targets 32 quasar fields with interven-
ing DLAs between z ∼ 1.9 − 3.8. As we discuss in the follow-
ing sections, this sample represents an unbiased selection with re-
spect to DLA hydrogen column densities and metallicities. More-
over, we have targeted fields blindly, that is without prior knowl-
edge of the presence of DLA galaxy candidates near the quasars.
Therefore, differently from most of the previous studies, the cen-
sus of candidate DLA galaxies in these fields is representative of
the generic population of DLAs, simply defined as absorbers with
logNHI ! 20.3 cm−2. Finally, to obviate to the problem of de-
tecting faint galaxies against bright quasars, we have employed
the technique discussed in Section 2, which takes advantage of the
presence of absorption line systems other than the targeted DLAs
along the line of sight to “block” the quasar glare (Steidel & Hamil-
ton 1992; O’Meara et al. 2006). This technique allows us to obtain
the same sensitivity limit at any distance from the quasars, includ-
ing angular separations as small as ∼ 1′′. However, as it will be-
come clear from the following analysis, our deep imaging observa-
tions uncover galaxies that are fainter than m ∼ 25 mag, the limit

beyond which spectroscopic follow-up is currently too expensive
even at the largest ground-based telescopes. Therefore, our study
will be limited to a statistical analysis, which nevertheless offers
unique constraints on the galaxy population associated to DLAs.

This paper presents the results of our imaging campaign based
on the mentioned technique which avoids the contamination from
background quasars. The design of the survey has been presented
in the first paper of the series (Fumagalli et al. 2010). Here, after a
brief review of the adopted technique and of the sample selection
(Section 2), we present new ground-based and space-based imag-
ing observations for the 32 quasar fields, together with new and
archival spectra of the studied quasars (Section 3 and Section 4).
In a companion paper (Fumagalli et al. in prep.), we characterize
the observed in-situ SFRs of DLAs and we discuss the connection
between DLAs and star-forming galaxies, comparing our findings
to previous observational and theoretical studies.

In this work, unless otherwise noted, distances are in proper
units and magnitudes are in the AB system, and we adopt the fol-
lowing cosmological parameters: H0 = 70.4 km s−1 Mpc−1,
Ωm = 0.27 and ΩΛ = 0.73 (Komatsu et al. 2011).

2 TECHNIQUE AND SAMPLE SELECTION

To overcome the glare of the background quasar that would pre-
clude the detection of faint galaxies at small projected separations,
we select quasar fields that host both a DLA and a second optically-
thick absorber along the line of sight. This technique has been al-
ready discussed elsewhere (Steidel & Hamilton 1992; O’Meara et
al. 2006; Fumagalli et al. 2010) and it is only briefly summarized
here.

We select quasar fields in which there are two optically-thick
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Figure 2. Top. Spatial distribution of the median SFRs in a box of 40 kpc
centered at the quasar position for the 20 quasar fields imaged with WFC3.
This map has been smoothed with a kernel of 3 pixels for visualization pur-
poses. The circle represent the 2 kpc aperture used for the analysis. Bottom.
The black solid line shows the histogram of the SFRs measured in individ-
ual pixels with size of 0.32 kpc. SFRs have been increased by a factor of
10 to improve the visibility of the histogram. The red dotted lines show in-
stead the distributions of SFRs measured within 10000 random apertures,
the sizes of which have been matched to the aperture shown in the top panel.

tion in each field. Following our analysis method, we recover a SFR
ψ̇ = 0.125 ± 0.038 M⊙ yr−1 in the composite image. Similarly,
we insert a source with size 5.5 kpc and SFR ψ̇ = 0.25 M⊙ yr−1

in each image of the ground-based sample. After generating the
median composite, our analysis recovers a ψ̇ = 0.35 ± 0.11 M⊙
yr−1. Following this test, we regard the inferred limits as robust.
For reference, L∗ at z ∼ 3 corresponds to ∼ 7.5 M⊙ yr−1.

2.2 The star formation law of DLAs

Having established limits on the in-situ SFRs of compact and ex-
tended regions in DLAs, as well as limits on the median SFRs of a
representative sample of the DLA galaxy population, we now turn
to the relationship between the neutral gas observed in absorption
and the rate of newly formed stars. Empirically, the link between
gas and stars is described via a star formation (SF) law, also known
as Kennicutt-Schmidt law (Schmidt 1959; Kennicutt 1998), in the
form Σsfr = K(ΣHI/Σgas,0)

β , where Σsfr and Σgas are the SFR
and gas surface densities, and K, Σgas,0, β are constants.
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Figure 3. Same as Figure 2, but for the median of the 12 fields imaged from
the ground. Each pixel in the composite image has a size of 1.1 kpc.

Two main studies have investigated the star-formation law in
DLAs, but because of the bright quasar glare, both analyses rely on
indirect methods to link the NH I column density seen in absorption
to the (putative) emission. The first of these two studies is the work
by Wolfe & Chen (2006), who have searched for extended low-
surface brightness galaxies in the Hubble Ultra Deep Field (HUDF)
with sizes between 2 − 31 kpc. Their search yielded limits on the
comoving SFR densities between redshifts z = 2.5−3.5 and these
limits were then compared against the SFR densities expected if
DLAs were to form stars according to a SF law. Based on the lack
of many extended low-surface brightness galaxies, Wolfe & Chen
(2006) concluded that DLAs must form stars with an efficiency3 of
less than 10% compared to nearby galaxies. More recently, Rafelski
et al. (2011) revisited the problem of the SF law in DLAs, under the
assumption that these absorbers arise in the outskirts of compact
LBGs. By stacking a sample of ∼ 50 LBGs at z ∼ 3 in the HUDF,
Rafelski et al. (2011) detected FUV emission to radii of ∼ 6−8 kpc
from the LBG centers. After connecting the observed SFR density
to the column density distribution of DLAs, they concluded that

3 In agreement with previous DLA studies, we shell define the constant
K in the star-formation law as efficiency, noting that modern investigations
on the SF law prefer the definition of depletion time for the inverse of this
quantity.

c⃝ xxxx RAS, MNRAS 000, 1–15
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Fynbo+11Fig. 1.— Images of the three DLA galaxies, and
of LBGs of similar redshift and luminosity. The
three left-hand frames, of side 4′′, show the im-
ages after subtraction of the quasar psf. The DLA
galaxies are marked using the numbering system
from Warren et al. (2001). The top two frames
are centred on the quasar, and strong residuals
from the psf subtraction have been set to the sky
level near the quasar centre. The object next to
N-14-1C marked ps is a red point source, presum-
ably unrelated to the DLA galaxy. The lowest left-
hand frame is centred on the DLA galaxy, and the
quasar is located outside the frame. To the right
of each DLA galaxy image are four frames, 2′′ on
a side, showing LBGs in HDF S, selected, as de-
scribed in the text, to have similar redshifts and
magnitudes as the corresponding DLA galaxy.

Using spectroscopic data Warren & Møller (1996)
and Møller, Warren, & Fynbo (1998) argued that
the physical separation is sufficiently large that
the ionising flux from the quasar is not important.
This result was supported by Ge et al. (1997)
who concluded that the distance between the DLA
absorber and the quasar must be larger than 1
Mpc, on the basis of ionization modelling (see also
Ledoux et al. 1998; Ellison et al. 2001b). Møller &
Warren (1998) obtained WFPC2 images of N-7-1C
and showed that the luminosity profile is similar
to the profile of LBGs at similar redshift. Ge et al.
(1997) reported a metallicity of the DLA absorber
of 10% solar and a dust-to-gas ratio of 8% of the
Milky Way value. Lu, Sargent, & Barlow (1997)
were not able to fit the absorption spectrum of
this DLA absorber into the rotating-disk model of
Prochaska & Wolfe (1997, 1998), which requires a
‘leading-edge asymmetry’.

3.1.2. N-14-1C

The galaxy N-14-1C is a new discovery. The
spectrum confirming the identification is provided
in Fig. 2. Details are presented in Tables 1 and
2. The metallicity of the corresponding absorber
is 1/3 of the solar value, but despite being one of
the most metal rich DLA absorbers known there
is no evidence for dust (Prochaska & Wolfe 1997).
In this case Prochaska & Wolfe (1997) found evi-
dence for the leading edge asymmetry in the low
ion absorption lines, which they interpret as evi-
dence for a rotating disk.

3.1.3. N-16-1D

The galaxy N-16-1D was first reported by Stei-
del, Pettini, & Hamilton (1995a) who called it N1.
Spectroscopic confirmation of the redshift was ob-
tained by Djorgovski et al. (1996). Lu, Sargent,
& Barlow (1997) reported a metallicity ‘typical of
DLA galaxies at such redshifts’ ([Fe/H] = -1.4).
They also found evidence for leading-edge asym-
metry in the absorption spectrum.

3.2. Results

Photometry and profile fitting. In Table 1 we
summarise the results of STIS and NICMOS pho-
tometry, and profile fitting of the galaxies. The
columns list successively the quasar name, the
galaxy name, the STIS and NICMOS AB mag-

5
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Table 1. Journal of Observations.

Adopted Short Discovery Quasar Names V Mag z
em

z
abs

ESO Period T
exp

[sec]⇥N
exp

Band AOb seeing[”]
Quasar Namesa

Q0001�0159 UM 196 18.0 2.810 2.0950 P85 900x4+600x4 K NGS 0.6
Q0452�1640 B0449-1645 18.0 2.679 1.0072 P85 600x12 J no AO 1.1
Q1211+0902 SDSSJ121134.95+090220.9 18.5 3.292 2.5841 P85 600x8 K no AO 0.9
Q1220�0040 SDSSJ122037.01-004032.4 18.6 1.411 0.9746 P83 600x12 J no AO 1.0
Q1225+0035 SDSS J122556.61+003535.1 19.0 1.226 0.7731 P83 600x4 J no AO 1.0
Q1226+1736 SDSSJ122607.19+173649.8 18.1 2.925 2.5576 P85 600x4 K NGS 0.7
Q1234+0758 PKS 1232+082 18.4 2.570 2.3376 P83 600x4 K no AO 0.9
Q1356�1101 PKS 1354-107 19.2 3.006 2.5009 P85 600x12 K NGS 0.5
Q1454+1210 SDSSJ145418.58+121053.8 18.6 3.256 2.2550 P85 900x4+600x8 K no AO 0.7
Q1631+1156 SDSSJ163145.17+115603.3 18.5 1.792 0.9008 P83 600x8 J no AO 1.1
Q2059�0528 SDSSJ205922.42-052842.7 19.3 2.539 2.2100 P85 900x8+600x4 K NGS 0.9
Q2102�3553 B2059-360 18.6 3.090 2.5070 P85 600x8 K no AO 1.1
Q2222�0946 SDSSJ222256.11-094636.2 18.3 2.927 2.3543 P85 900x8+600x4 K NGS 0.6
Q2313�3704 PKS 2311-373 18.5 2.476 2.1821 P85 600x11 K no AO 1.0
Q2350�0052 SDSSJ235057.88-005209.8/UM184 19.5 3.023 2.6147 P83 600x8+300x4 K no AO 0.8
Q2352�0028 SDSSJ235253.51-002850.4 18.6 1.624 1.0318 P85 600x12 J NGS 0.7

Note:

a the adopted short quasar names are truncated hhmm ±ddmm values for the 2000 coordinates..
b no AO: no Adaptive Optics, natural seeing. NGS: Adaptive Optics with a Natural Guide Star.

1”

Figure 1. Left Panel: The H-↵ emission map of the targeted absorber in the field of Q0452�1640 at z
abs

=1.0072. At this redshift,
1”=8.0 kpc. The seeing of the stacked image is 1.1”. In this, and the following maps, the cross indicates the position of the quasar,
north is up and east is to the left. Right Panel: The integrated spectrum over 13 pixels of the corresponding absorber galaxy with
the redshifted H-↵ emission line. In this, and the following figures, the units are in erg/s/cm2/µ. The spectrum is smoothed (5 pixel
boxcar). The dotted spectrum at the bottom of the panel is the sky spectrum with arbitrary flux units, scaled for clarity, and indicating
the position of the OH sky lines.

spectral coverage gap. They also report possible detection
of Co ii in the same system, [Co/H]= �0.45.

This absorber is the primary target of our H-↵ search
and is clearly detected in our SINFONI data. Figure 1 shows
the H-↵ emission map and the spectrum of this galaxy. Ta-
ble 2 lists the resulting H-↵ flux, luminosity and SFR esti-
mate. We report F([N II] l6585)=1.8±0.5⇥10�17 erg/s/cm2,
but S ii is not detected.

3.2 Q2222�0946, z
abs

=2.3541 (2.8647)

This is a quasar discovered as part of the SDSS survey
data release 3 (Schneider et al. 2005). Herbert-Fort et
al. (2006) have studied the targeted absorber in detail.

They report [Si/H]=�0.61±0.20. Prochaska et al. (2007)
list logN(H I)=20.50±0.15, [Zn/H]< �0.39±0.11 and
[Fe/H]=�1.05±0.02. The Mg ii doublet is not covered
by these data. More recently, Fynbo et al. (2010) have
used a triangulation of X-Shooter spectra of that ob-
ject to both accurately measure the metallicity of the
absorber at z

abs

=2.3541 fitted by 3 components over
⇠100 km/s: [Si/H]=�0.51±0.06, [Zn/H]=�0.46±0.07,
[Fe/H]=�0.99±0.06, [Ni/H]=�0.85±0.06 and
[Mn/H]=�1.23±0.06 and detect Ly-↵ emission from
the galaxy host. They also report EW(Mg ii 2796)=2.7Å.

They also detect H-↵ and derive F(H-↵)>2.5⇥10�17

erg/s/cm2 corresponding to L(H-↵)>1.1⇥1042 erg/s and
SFR>10 M�/yr. They obtain Ly-↵/H-↵>3.6 and [O iii]/H-
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the z = 2.58 damped Lyα absorption line. The velocity width of
1000 km s−1 is based on the Lyα line from the galaxy counterpart
of the DLA towards Q 2222−0946 (F10, see also theoretical pro-
files in Laursen et al. (2010)), whereas the spatial width of 2 arcsec
is based on the fact that Lyα emission can be quite extended (e.g.,
Møller & Warren 1998; Fynbo et al. 2003; Rauch et al. 2008). The
resulting limit is 5 × 10−18 erg s−1 cm−2. Assuming that all Lyα
photons escape, case-B recombination and the relation between Hα
luminosity and star formation rate (SFR) from Kennicutt (1998),
we would place an upper limit on the SFR of 0.3 M⊙ yr−1. Un-
fortunately, the expected position of the Hα emission line is in a
part of the NIR spectrum where the sky background is too high
to allow for a useful detection limit to be derived. However, we
do detect the [OIII] λ5007 emission line in the PA= 60◦ spec-
trum at an impact parameter of 2.0 arcsec (see Fig. 1). The redshift
of the [OIII] λ5007 line is consistent with that of low-ionisation
metal lines to within an uncertainty of about 50 km s−1. This line
is detected neither in the PA= −60◦ nor the PA= 0◦ spectra. We
also detect both components of the [OII] λλ3726, 3729 doublet but
with a lower signal-to-noise ratio and in a region somewhat affected
by telluric absorption lines. The flux of the [OIII] λ5007 line is
f = 1.7 ± 0.2 × 10−17 erg s−1 cm−2, which corresponds to a
luminosity of L = 9 × 1041 erg s−1. This is a lower limit due to
the possibility of slit-loss. For the [OII] doublet, we infer a total
flux of about 2.5×10−17 erg s−1 cm−2 after correcting for telluric
absorption. Using the relation from Kennicutt (1998), we infer a
SFR of about 20 M⊙ yr−1. Hence, Lyα emission from this system
appears to be suppressed by more than an order of magnitude.

In order to exclude the possibility of the existence of a galaxy
counterpart located at small impact parameter, we also performed
spectral point spread function subtraction as in F10. No emission
line is detected at an impact parameter smaller than 2 arcsec. Any
line with a flux similar to or larger than the detected [OIII] line
would be detected in the data.

3.2 Absorption-line properties of the DLA

3.2.1 Metal lines

The total HI column density of the system is well constrained by the
damped Lyα absorption line to be logN(HI) = 20.96± 0.05 (see
Fig. 1), where the error is a conservative error on the uncertainty,
which is dominated by the systematic error from the normalisation.
In particular, the fact that the DLA line is located in the red wing
of the OVI emission line of the QSO complicates the normalisation
somewhat.

The absorption profiles of the strongest FeII and MgII lines
span a velocity range of up to 600 km s−1 (see FeIIλ2382 in the
upper right panel of Fig. 2). However, most of the absorption as
seen from unsaturated or weakly saturated lines from singly ion-
ized species is concentrated within a single broad velocity compo-
nent at zabs = 2.5832(2). In order to derive overall metallicities in
the neutral gas phase, we focus on fitting this main component. For
the fitting, we use the package FITLYMAN as available in MIDAS.
From the weak SiIIλ1808 line, one can see that this main compo-
nent is responsible for 85% of the total EW and hence most likely –
at least – 85% of the total column density of low-ionisation species.

The results of Voigt-profile fitting are summarised in Table 1
and displayed in Fig. 2. The instrumental resolution FWHM is 47
and 25 km s−1 for the UVB- and VIS-arm spectra, respectively.
With a broadening parameter b = 52 km s−1, the fitted metal-line
profile is well-resolved. However, should it include in reality one or
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Figure 1. Top panels: The detected [OII] λλ3726, 3729 and [OIII] λ5007
emission lines from the DLA-galaxy counterpart observed 2.0 arcsec away
from the QSO continuum. The arrows point to the predicted centroids of
the lines if these were at the same redshift as the low-ionisation absorption
lines from the DLA. Middle and bottom panels: The region around Lyα
from both the two- and one-dimensional spectra with PA= 60◦ . As can be
seen, the Lyα emission line is not detected. The red dashed and dotted lines
show the Voigt profile fit to the damped Lyα line and associated 1σ uncer-
tainties, respectively, corresponding to a neutral hydrogen column density
of logN(HI) = 20.96± 0.05.

several narrow components, hidden saturation could be an issue and
strictly speaking our measurements should be considered as lower
limits. This means that the overall metallicity of this DLA could be
even higher than solar. However, apart from SII and to some extent
also SiII, we are considering relatively weak absorption lines in the
fitting process (see Fig. 2) so that the measured column densities
for the corresponding species should depend weakly on individual
b values if at all.

The usual complications of line blending in low-resolution
spectra are avoided here as a single well-defined component is fit
and therefore the presence of blending with unrelated absorption
line features is easier to identify. Absorption from neutral carbon
is detected (CIλλ1560, 1656) but due to blending with CI⋆ and
CI⋆⋆ lines neutral carbon is not considered in the analysis any fur-
ther. Also, it is not possible to infer whether CII⋆ is present due to
blending with the CIIλ1334 line which is highly saturated. Hence,
we cannot determine the relative strengths of CII⋆ and CII and use
them as diagnostics to infer the presence of local radiation fields
(Wolfe et al. 2008). The errors given in Table 1 are the formal sta-
tistical errors from FITLYMAN. The systematic errors from, e.g.,
normalisation and not knowing the instrumental resolution pre-
cisely, are larger than this. An error of 0.05 dex would be a con-
servative estimate including all error sources.

The metallicity of the system is exceptionnally high. From
ZnII, which is little depleted onto dust grains (Meyer & Roth 1990),
we infer a metallicity of −0.12 ± 0.05. Note that the splitting be-
tween ZnIIλ2026 and MgIλ2026 is 50 km s−1 implying that MgI
cannot significantly contribute to the ZnII column density. Here,
we adopt the solar photosphere abundances from Asplund et al.
(2009). Given that we only fitted the main velocity component,
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absorption. These data would further establish a zero-point for resolving the connection between
neutral gas studied both in absorption and emission.
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Figure 1. Keck LGSAO K ′-band image of the field of SDSSJ1323-0021. The
bright galaxy (“G”) centered at an angular separation of 1.′′25 from the quasar
(“Q”) is the candidate absorber. The field shown is 5′′ × 5′′, and north is up and
east is left.

from the quasar is clearly detected and corresponds to the
object found by SExtractor. Figure 2(a) shows a 3.′′3 × 2.′′2
section of this image. Figure 2(b) shows the same region after
PSF subtraction. Since the residuals within the central 0.′′5 are
consistent with being produced in the PSF subtraction, we do not
consider them real. To obtain a better visual understanding of
galaxy G, we show in Figure 2(c) the PSF-subtracted image after
smoothing by a Gaussian profile with a kernel radius of 5 pixels.
Finally, Figure 2(d) shows a contour plot of the smoothed PSF-
subtracted image from Figure 2(c).

Table 1
Summary of Absorber and Galaxy Properties

Absorber redshift (zabs) 0.716
Absorber H i column density (log NH i) 20.21
Absorber metallicity [Zn/H] +0.61a

Galaxy–quasar R.A. separation (∆ R.A.) +0.′′52
Galaxy–quasar decl. separation (∆ decl.) +1.′′14
Total Galaxy–quasar angular separation (∆θ ) 1.′′25
Impact parameter (at z = 0.716) 9.0 kpc
Apparent magnitude (K) 17.6–17.9b

Bulge-to-total ratio (B/T ) 0.4–1.0
Effective radius (Re) 4.0 kpc
Absolute magnitude (MK ) −24.7 to −25.1
Luminosity 3.3–6.3 L∗

Stellar mass �1011 M⊙

Notes.
a Adopted from Péroux et al. (2006a).
b Quasar-measured apparent brightness is K = 15.3.

The properties of the detected galaxy are listed in Table 1.
While we do not have a spectral confirmation of the redshift,
given the small angular separation, the chance of galaxy G being
a random interloper is low. For example, based on Figure 1(b) of
Chen & Lanzetta (2003), the number of random galaxies within
a radius of <2′′ and with a luminosity of �L∗ is <0.03. We
therefore believe that galaxy G is associated with the absorber.

At the redshift of the absorber, the angular separation cor-
responds to a physical impact parameter of 9 kpc (assuming
H0 = 70 km s−1 Mpc−1, ΩM = 0.3, and Ωvac = 0.7). Both
GALFIT (Peng et al. 2002) and GIM2D (Simard et al. 2002)
were used to analyze the object morphology. This analysis sug-
gests a mostly elliptical profile (GALFIT) with a Sérsic n =
4.8 to a mixture of bulge and disk morphologies with a bulge-
to-total ratio of ∼0.4 (GIM2D). The GALFIT profile has an
effective radius of 62 pixels or 4 kpc if it is at the redshift of the
absorber. Within this radius, the mean S/N is 1.2 per pixel. Our
simulations of n = 1 and n = 4 galaxies input to GALFIT and
GIM2D agree with Häussler et al. (2007) and find that even at

Figure 2. 3.′′3 × 2.′′2 regions of the Keck LGSAO K ′-band image of the field of SDSSJ1323-0021. (a) The unsmoothed image before PSF subtraction; (b) the
unsmoothed image after PSF subtraction; (c) the PSF-subtracted image smoothed by a Gaussian with a kernel radius of 5 pixels; and (d) a contour map of the
PSF-subtracted smoothed image. Based on our analysis of intra-night PSF variations, and of images of other point sources, we believe that the residuals on top
of the quasar left over after PSF subtraction in panels (b), (c), and (d) are artifacts. North is up and east is left in all the panels.
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Fig. 1. Velocity plots of some of the element lines detected at zabs = 0.716 toward SDSS J1323�0021. The black tick-marks indicate positions
of the components and the red curves denote the best-fit profiles. In the two top left panels, the upper set of blue tickmarks indicate positions of
the components of Mg I �2026 and Cr II �2062, respectively, whilst the blue curves show their contributions to the absorption profiles. Note
that di�erent ordinates are used on the sub-frames.

indicated by a dashed blue curve in the top left panel of Fig. 1,
was a small fraction of the observed strength of the �2026
line. The remaining part of the �2026 line was fitted with a
15-component model for Zn II, using the same b values and
velocities, but varying the column densities in the individual
components. The Zn II fit thus obtained was used to estimate
the Zn II contribution to the �2062 line. The remaining part
of the �2062 line was fitted with a 15-component model for
Cr II, using the same set of b values and velocities. This was
the only available estimate for Cr II, since the Cr II �� 2056,
2066 lines lie in noisy regions and are undetected. The rel-
atively large errors in the Cr II column densities arise from
the noisy nature of the �2062 line. The Fe II column densi-
ties in the components at low velocities were constrained by
using the Fe II ��2260, 2374 lines, since the stronger Fe II
lines are saturated. The weaker Fe II components at high pos-
itive and negative velocities were constrained in column den-
sity using the ��2374, 2382, 2600 lines, since these compo-
nents are poorly constrained by the weaker ��2260, 2374 lines.
The Mg II �2796, 2803 profiles were fitted together, but pro-
vide only a lower limit to Mg ��owing to saturation in the
central components. The relative abundances were calculated
using solar abundances from Asplund et al. (2005), adopting
the mean of photospheric and meteoritic values for Mg, Ti, Cr,
Fe, Zn, and the meteoritic value for Mn.

One concern is that sub-DLAs may be partially ionised
in H, artificially enhancing the ratio of Zn II to H I, for in-
stance. To investigate the ionisation corrections, we used the
CLOUDY software package (version 94.00, Ferland 1997) and
computed photoionisation models assuming ionisation equi-
librium and a solar abundance pattern. We thus obtained the

theoretical column density predictions for any ionisation state
of all observed ions as a function of the ionisation parameter U.
Our findings confirm the observations: from a comparison of
the observed and theoretical Mg II/Mg I ratios, we deduced that
the gas in this sub-DLA is predominantly neutral (log U < �5)
and the overall abundance pattern is probably not solar. This
latter point is also clear from the relative abundances listed for
each component in Table 1. It should be pointed out that there
are no third ionisation stage detected in the system under study.
Nevertheless, we do have Ti II, which has the same ionisation
potential as H I. The fact that Ti is not suppressed compared to
Fe or Mn also implies that the gas is neutral with low ionisation
parameter.

4. Discussion and conclusions

Table 2 lists the abundances, using log NHI = 20.21+0.21
�0.18 (Khare

et al. 2004) that we derived from Voigt profile fitting of the
damped Ly-� line in the publicly available HST/STIS spec-
trum of SDSS J1323�0021 (program GO 9382; PI: Rao). Rao
et al. (2006) obtained log NHI = 20.54+0.16

�0.15 from the same data
set. We use the former value since it gives a smaller residual
with respect to the data and therefore regard this absorber as
a sub-DLA. For either NHI, the strength of the Zn II lines de-
tected in our UVES spectrum implies a super-solar metallicity.
Using the standard definition: [X/H] = log[N(X)/N(H)]DLA �
log[N(X)/N(H)]�, we find [Zn/H] = +0.61.

In principle, if Mg I � 2852 were substantially saturated, the
contribution of Mg I � 2026 could be higher than our best-fit
estimate. However, based on our apparent optical depth mea-
surements and profile-fitting results, we estimate that it would

Figure 3: (left): VLT/UVES absorption spectra of the strong H i absorber toward J1323-0021 (from Peroux

et al. 2006). These data provide a precise estimate of the gas metallicity and dynamics. (right): K-band

image of the field surrounding the J1323-0021 absorption system (from Chun et al. 2010). The gas is

associated with the L ⇡ 3L⇤ galaxy (M ⇡ 1011M�) labeled o↵set by ⇡ 10 kpc to the NE.

Immediate objective:

Presently, there are no published detections of CO emission associated with an absorption-line
system. As such, our current strategy is to identify targets that maximize the likelihood of a positive
detection. This is essential for characterizing future programs as ALMA continues to develop.

We have generated our target list based on the following criteria and strategy. First, we consider
all strong H i absorption systems at z < 1 whose absorption redshifts place a strong CO line within
a sensitive ALMA band (see further discussion below). Second, we have focused on the most metal-
rich systems based on direct gas-phase measurements in absorption. We adopt this strategy for
several reasons: (i) it is well-established that the incidence of CO correlates sensitively with metal-
licity (e.g. Bolatto et al. 2013); (ii) absorption-line statistics exhibit a strong correlation between
dust depletion/extinction and molecular content with gas metallicity (e.g. Petitjean et al. 2006; Ka-
plan et al. 2011); (iii) the velocity/metallicity relation expressed in Figure 2 implies an underlying
mass/metallicity relation with higher metallicity gas tracing higher mass galaxies. Indeed, searches
for galactic counterparts in emission at z > 2 have been most successful for systems with the highest
metallicities (e.g. Fynbo et al. 2013). Third, the background quasar has an insignificant radio flux.
Based on the selection criteria we identify the four most promising targets for the first detection of
CO emission from absorption-line systems. We estimate that the next set of systems would require
much longer integration times.

The proposed observations will allow us to (1) obtain the first measurement of the molecular gas
mass in a DLA, (2) determine the star formation e�ciency in the DLA by comparing the SFR
with the derived molecular gas mass, and (3) compare the gas dynamics revealed through metal-line
ISM absorption, H ii nebular emission, and CO emission. These first estimates of the molecular gas
content and star formation e�ciency in a DLA will make a significant impact on DLA studies and
will, as a byproduct, be extremely useful for planning such studies at higher redshifts.

The choice of CO rotational transition for an emission search depends critically on the galaxy type
(e.g. Weiss et al. 2005). For example, the CO line intensity in starburst galaxies like NGC253 or

3

Observe four “DLAs” at z<1 with CO (1-0)
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ALMA: Future is Bright

• Cycle 2: [CII] 158 micron in DLAs!
• Cycle 3: CO mapping (spatial)!
• Cycle 3: Additional CO surveying!
• Cycle X: [CII] 158 at high sensitivity
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PKS0439−433: B−band image + CO(1−0) contours


