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The Snoring 70’s…
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The Lyman Limit Systems
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The Lyman Limit Systems

©          Nature Publishing Group1982



IGM@50 13



IGM@50 13

The Damped Lyα Systems
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The Damped Lyα Systems
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Halo Gas (CGM) Confirmed
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Theory Rumbles..
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But the IGM is still a cartoon

Steidel 1992
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1993

HIRES!
Vogt et al. (1994)
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Enrichment of the IGM

Songaila+,  Lu+, Tytler+, Sargent+, Ellison+, 
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Ωb from D/H!
(Precision Cosmology)

Tytler et al. (1996); Burles & Tytler (1998)

734 BURLES & TYTLER Vol. 507

FIG. 2.ÈLya forest of Q1009]2956 in the Lick spectrum (top panel)
and the smoothed HIRES spectrum (bottom panel). The crosses in the top
panel show the result of dividing the HIRES spectrum into the Lick spec-
trum and represent the QSO continuum determined in the HIRES spec-
trum. The straight line is the Ðt to the crosses below 3750 (1030 [rest]),A� A�
which we use to extrapolate the continuum below 3200 The 10 p isA� .
shown as the solid line near 0.2.

resolution of the Lick spectrum (bottom panel). The crosses
in the top panel show the pixels of the Lick spectrum after
dividing by the normalized Ñux level in the smooth HIRES
spectrum, and they represent the intrinsic unabsorbed QSO
continuum of Q1009]2956.

This continuum of Q1009]2956 shows more structure
than Q1937[1009 studied by & Tytler TheBurles (1997).
features seen in are likely intrinsic QSO emissionFigure 2
lines (Lyman series, Fe III, C III). By removing the inter-
vening absorption features, we can discover and measure
new emission lines in high-redshift QSO spectra. The slope
of the underlying power-law continuum shows a break near
3700 (1020 [rest]), which was also seen in Q1937È1009,A� A�
and by et al. in the spectra of lower redshiftZhang (1998)
QSOs. We made a linear Ðt to the continuum blueward of
3700 and the best Ðt is shown as the straight solid line inA� ,

We do not use a more complex function becauseFigure 2.
we cannot predict the shape of the unabsorbed continuum
plus emission lines at j \ 3200 The straight line rep-A� .
resents the approximate continuum level in the spectral
region below 3700 The standard deviation of the pointsA� .
about the line is 10%, and we use this as the uncertainty of
the extrapolated continuum below 3200 A� .

We use the extrapolated continuum to normalize the Ñux
below the Lyman limit, which is shown in EachFigure 3.
data point represents the normalized Ñux in each pixel
in the Lick spectrum with 1 p error bars. We calculate
N(H in the D/H absorption system using a maximumI)

totallikelihood method. The model Ðt includes higher order
Lyman lines from higher redshift absorbers characterized
with the HIRES spectrum and from a random sampling of a
Lya forest distribution, which covers the region shown in

The line density in the Lya forest distribution wasFigure 3.
extrapolated from SzT \ 2.7 & Tytler to(Kirkman 1997)
SzT \ 1.6 with the power-law relation N(z) P (1 ] z)2.7

et al. The rest of the Lick spectrum shown(Giallongo 1996).
in is consistent with the model constructed from allFigure 3
absorbers at higher redshift (z[ 2.00), and the extra

FIG. 3.ÈLick spectrum below the Lyman limit. The Ñux is shown in
each pixel with 1 p error bars. The solid line shows the model absorption
proÐle with log [N(H cm~2 and additional absorption linesI)

total
]\ 17.39

of H I with z[ 2.0. There is another Lyman limit system at z\ 2.430, with
its break at j \ 3140 The dotted line corresponds to the 1p error in theA� .
measurement of N(H I)

total
.

absorption (cf. at 3155 is accounted for with random LyaA� )
lines with redshifts in the range 1.58 \ z\ 1.64. The drop in
Ñux near 3140 is due to a second Lyman limit system atA�
z\ 2.43. We Ðnd log [N(H cm~2 (1 pI)

total
]\ 17.39^ 0.06

error including the 10% continuum uncertainty). The
dotted lines in represent the 1 p variation inFigure 3
N(H I)

total
.

We compare the measurement of N(H with an inde-I)
totalpendent determination using the highest order Lyman lines

in the HIRES spectrum. We apply a simple two-component
model to the line proÐles of Ly-12 to Ly-15. The best Ðt to
the HIRES spectrum gives log N(H I) \ 17.35^ 0.07 cm~2,
which is consistent with the Lyman continuum measure-
ment.

In the following analysis we use N(H as a new con-I)
totalstraint on models of the absorption system. The N(H I) in

these models must Ðt the individual Lyman series lines, and
be consistent with N(H I)

total
.

3.2. Constraining D/H
We use a s2 minimization routine described by andBT,

six new models of the absorption system. As parameters
change during the minimization, new model spectra are cal-
culated and compared with the HIRES spectrum in the
regions listed in Each model includes two types ofTable 2.
absorbers : H I lines with enough N(H I) to show D and/or
contribute to the total hydrogen column, N(H I)

total

TABLE 2

SPECTRAL REGIONS USED IN D/H MEASUREMENT

Region j
min

j
max

Pixels Ordera S/Nb

Lya . . . . . . . . . . . . . . . . 4254.50 4264.00 332 5 60
Lyb . . . . . . . . . . . . . . . . 3591.00 3596.60 231 3 25
Ly-6 . . . . . . . . . . . . . . . 3259.18 3262.20 155 3 13
Ly-12ÈLy-14 . . . . . . 3208.00 3214.60 306 2 10
Ly-limit . . . . . . . . . . . 3199.40 3202.00 119 1 6

a Order of Legendre polynomial used for the continuum.
b Approximate S/N at continuum level per 2 km s~1 pixel.
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THE Lya FOREST FROM GRAVITATIONAL COLLAPSE IN THE COLD DARK
MATTER] " MODEL

JORDI MIRALDA-ESCUDE� ,1 RENYUE CEN,2 JEREMIAH P. OSTRIKER,2 AND MICHAEL RAUCH3,4
Received 1995 October 30 ; accepted 1996 May 24

ABSTRACT
We use an Eulerian hydrodynamic cosmological simulation to model the Lya forest in a spatially Ñat,

COBE-normalized, cold dark matter model with )\ 0.4. We Ðnd that the intergalactic, photoionized
gas is predicted to collapse into sheetlike and Ðlamentary structures which give rise to absorption lines
having characteristics similar to the observed Lya forest. A typical Ðlament is D500 h~1 kpc long with
thickness D50 h~1 kpc (in proper units), and baryonic mass D1010 h~1 In comparison our cell sizeM

_
.

is (2.5, 9) h~1 kpc in the two simulations we perform, with true resolution perhaps a factor of 2.5 worse
than this. The gas temperature is in the range 104È105 K, and it increases with time as structures with
larger velocities collapse gravitationally.

We show that the predicted distributions of column densities, b-parameters, and equivalent widths of
the Lya forest clouds agree reasonably with observations, and that their evolution is consistent with the
observed evolution, if the ionizing background has an approximately constant intensity between z\ 2
and z\ 4. A new method of identifying lines as contiguous regions in the spectrum below a Ðxed Ñux
threshold is suggested to analyze the absorption lines, given that the Lya spectra arise from a continuous
density Ðeld of neutral hydrogen rather than discrete clouds. We also predict the distribution of trans-
mitted Ñux and its correlation along a spectrum and on parallel spectra, and the He II Ñux decrement as
a function of redshift. We predict a correlation length of D80 h~1 kpc perpendicular to the line of sight
for features in the Lya forest.

In order to reproduce the observed number of lines and average Ñux transmission, the baryon content
of the clouds may need to be signiÐcantly higher than in previous models because of the low densities
and large volume-Ðlling factors we predict. If the background intensity is at least that predicted fromJ

H Ithe observed quasars, needs to be as high as D0.25 h~2. The model also predicts that most of the)
bbaryons at z[ 2 are in Lya clouds, and that the rate at which the baryons move to more overdense

regions is slow. A large fraction of the baryons which are not observed at present in galaxies might be
intergalactic gas in the currently collapsing structures, with T D 105È106 K.

All our results on the statistical properties of the simulated spectra are predictions that can be directly
tested by applying the same methods to observed spectra. We are making the simulated spectra elec-
tronically available.
Subject headings : cosmology : theory È hydrodynamics È intergalactic medium È

large-scale structure of universe È quasars : absorption lines

1. INTRODUCTION

Most of the information available to us by direct obser-
vation of epochs far removed from the present is in the
increasingly detailed absorption spectra of high-redshift
quasars. The very numerous lines in the Lya forest are
believed to arise primarily from neutral hydrogen along the
line of sight, enabling us to study the distribution of neutral
gas over a wide redshift range (from the present to the
highest redshift quasars). By now we can typically observe
hundreds of lines per unit redshift along each line of sight,
with each line yielding an H I column density aN

H I
,

Doppler width b, and a redshift z. Thus large samples of
absorption lines can be obtained by observing only a rela-
tively small number of quasars. By now fairly good data are
available characterizing the distribution of b and as aN

H I

1 Institute for Advanced Study, Princeton, NJ 08540 ; jordi=ias.edu.
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4 Hubble Fellow.

function of redshift, and the correlations of the lines (e.g.,
et al. et al. et al.Carswell 1991 ; Rauch 1992 ; Petitjean 1993 ;
et al. et al. et al.Schneider 1993 ; Cristiani 1995 ; Hu 1995 ;

et al. In addition, as we shall discuss in thisTytler 1995).
paper, the Ñuctuations in the transmitted Ñux which cannot
be separated into individual lines also contain a large
amount of information. The Lya absorption lines also
provide a ““ fair ÏÏ sample, in the sense that the lines of sight
to distant quasars pass through random parts of the inter-
vening universe. Thus the usual issues of selection and bias
are not as serious here as when studying other cosmic phe-
nomena.

Until quite recently there was very little attempt to use
this large database to constrain theories for the origin of
structure. Theories of the Lya forest were attempts at heu-
ristic modeling rather than ab initio theories. One aimed to
make a local model for the gas responsible for the absorp-
tion, with sufficient physical detail to understand the degree
of ionization of the gas, its temperature and density, the
processes responsible for conÐnement in clumps (i.e., the
fact that individual lines are seen), and Ðnally to account for
the observed statistical properties. Some of these models
were based on the hypothesis of a hot intergalactic medium
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FIG. 2.ÈSlice of the 10 h~1 Mpc simulation, averaged over 48 cells, showing contours of (a) gas density, where contours are at o/o6 \ 100.5(i~1), i\ 1, 2, 3,
. . . , with solid contours for even i and dotted contours for odd i ; (b) dark matter density, with the same contours ; and (c) neutral column density, with
contours 1012`0.5i cm~2, i \ 1 shown dotted and i\ 2, 3, . . . shown solid. The neutral column density is for as obtained in the simulation butJ

H I
(Table 1),

we use in the rest of the paper to obtain a higher neutral density and similar Lya absorption as observed. With the contours in thisJ
~21

\ 0.1 J
~21

\ 0.1,
Ðgure would correspond to a neutral column density 15.6 times higher.

other very well on large scales, but on small scales the dark
matter is much more clumpy than the gas. In particular, the
central density of spheroidal structures (halos) is much
higher in dark matter than in gas. The small structures in
the dark matter in are also a†ected by the dis-Figure 2b
creteness and small number of dark matter particles
involved (a projected cell with density equal to the mean
density contains only six particles), but there is also an
intrinsic di†erence in the clumpiness between the dark
matter and the gas. This is much more clearly seen in the L3
simulation (see Fig. 1 in The smoothness of the gasPaper I).
distribution is due to the gas pressure, which prevents it

from collapsing on scales smaller than the Jeans length,
where is the sound speed of the gas (e.g.,j

J
4 c

s
(n/Go6 )1@2, c

s° 16). At z\ 3, and for a gas temperaturePeebles 1980,
T \ 15,000 K km s~1), the Jeans length in our(c

s
\ 19

model (with )\ 0.4 at z\ 0) is D800 h~1 kpc in comoving
scale, which is 23 cells in the simulation. The gas should
collapse to high overdensities only above this scale. The
smallest scales that need to be resolved to adequately rep-
resent the collapse of the photoionized gas from the initial
conditions is at least The Jeans scale is thereforeDj

J
/(2n).

just barely resolved in the L10 simulation, and much better
resolved in the L3 simulation. Obviously, the Jeans scale
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ABSTRACT
We present the �rst results of an ongoing program to investigate the kinematic properties of high-

redshift damped Lya systems. Because damped Lya systems are widely believed to be the progenitors of
current massive galaxies, an analysis of their kinematics allows a direct test of galaxy formation
scenarios. Speci�cally, the kinematic history of protogalactic gas is a sensitive discriminator among
competing theories of galaxy formation.

We use the HIRES echelle spectrograph on the Keck 10 m telescope to obtain accurate, high-
resolution spectra of 17 damped Lya systems. We focus on unsaturated, low-ion transitions such as Si II

1808, since these accurately trace the velocity �elds of the neutral gas dominating the baryonic content
of the damped systems. The velocity pro�les : (1) comprise multiple narrow components ; (2) are asym-
metric in that the component with strongest absorption tends to lie at one edge of the pro�le ; and
(3) exhibit a nearly uniform distribution of velocity widths between 20 and 200 km s~1.

In order to explain these characteristics, we consider several physical models proposed to explain the
damped Lya phenomenon, including rapidly rotating ““ cold ÏÏ disks, slowly rotating ““ hot ÏÏ disks, massive
isothermal halos, and a hydrodynamic spherical accretion model. Using standard Monte Carlo tech-
niques, we run sight lines through these model systems to derive simulated low-ion pro�les. We develop
four test statistics that focus on the symmetry and velocity widths of the pro�les to distinguish among
the models. Comparing the distributions of test statistics from the simulated pro�les with those calcu-
lated from the observed pro�les, we determine that the models in which the damped Lya gas is distrib-
uted in galactic halos and in spherically infalling gas, are ruled out at more than 99.9% con�dence. A
model in which dwarf galaxies are simulated by slowly rotating ““ hot ÏÏ disks is ruled out at 97% con-
�dence. More important, we demonstrate that the cold dark matter (CDM) model, as developed by
Kau†mann (1996) is inconsistent with the damped Lya data at more than the 99.9% con�dence level.
This is because the CDM model predicts the interception cross section of damped Lya systems to be
dominated by systems with rotation speeds too slow to be compatible with the data. This is an impor-
tant result, because slow rotation speeds are generic traits of protogalaxies in most hierarchical cosmol-
ogies.

We �nd that models with disks that rotate rapidly and are thick are the only tested models consistent
with the data at high con�dence levels. A relative likelihood ratio test indicates disks with rotation
speeds, km s~1, and scale heights, h \ 0.1 times the radial scale length are ruled out at thevrot \ 180 R

d
,

99% con�dence level. The most likely values of these parameters are km s~1 andvrot \ 225 h \ 0.3R
d
.

We also �nd that these disks must be ““ cold,ÏÏ since models in which are ruled out with 99%p
cc

/vrot [ 0.1
con�dence, where is the velocity dispersion of the gas. We describe an independent test of the ““ cold ÏÏp

ccdisk hypothesis. The test makes use of the redshift of emission lines sometimes detected in damped Lya
systems, as well as the absorption pro�les. The test potentially distinguishes between damped systems
that are (1) large rotating disks detected in absorption and emission, in which case a systematic relation
exists between emission redshift and absorption velocity pro�le, and (2) emitting galaxies surrounded by
satellite galaxies detected in damped Lya absorption, in which case the relation between emission and
absorption redshifts is random.

Finally, we emphasize a dilemma stimulated by our �ndings. Speci�cally, while the kinematics of the
damped Lya systems strongly favor a ““ cold ÏÏ disklike con�guration, the low metallicities and Type II
supernova abundance patterns of damped Lya systems argue for a ““ hot ÏÏ halo-like con�guration. We
speculate on how this dilemma might be resolved.
Subject headings : cosmology : theory È galaxies : kinematics and dynamics È galaxies : structure È

methods : numerical È quasars : absorption lines

1. INTRODUCTION

Velocity �elds within protogalaxies carry important clues
about the process of galaxy formation. The kinematic
history of the protogalactic gas is of particular importance

1 Visiting Astronomer, W. M. Keck Telescope. The Keck Observatory
is a joint facility of the University of California and the California Institute
of Technology.

as it is a sensitive discriminator between competing theories
of galaxy formation. In standard hierarchical models, low-
mass subunits of dark matter and gas continuously merge
to form the high-mass galaxies seen today & Frenk(White

In this scenario, the rotation speeds of galaxy disks at1991).
high redshifts are low compared to the rotation(z Z 2.5)
speeds of current massive spirals By con-(Kau†mann 1996).
trast, higher rotation speeds are predicted at large redshifts
by models in which disks form from the coherent collapse of

73

FIG. 1.ÈVelocity pro�les of low-ion transitions from 17 damped Lya systems comprising our empirical sample. For each pro�le, v \ 0 km s~1
corresponds to the redshift labeled in the plot.

76 Figure 10: Plot of the ∆v, fedg, fmm, and f2pk distributions for the data and the six test models.
The PKS values represent the probability the test distribution and the data could have been drawn
from the same parent population. Note that every model except the TRD Model is inconsistent
with the data for one or more statistical tests. 23

J. Xavier
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number density of LBGs with magnitudeR < 25:5, we find

rn !
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fbg=ðn# 1Þ

q
% 0:4 h#1 comoving Mpc: ð13Þ

In the extreme case in which all of the hydrogen-ionizing
background is produced by LBGs with R < 27 (see, e.g.,
Steidel, Pettini, & Adelberger 2001), only !50% of it will be
produced by LBGs with R < 25:5, provided that the ratio
f!(1500 Å)/f!(900 Å) is independent of luminosity and that
the rest-frame 1500 Å luminosity distribution of LBGs is a
Schechter function with kneeR& ¼ 24:5 and faint-end slope
" ¼ #1:6 (Adelberger & Steidel 2000), and so we can take
0.5 as a rough upper limit on fbg. This implies an upper limit
of rmaxd0:1 h#1 comoving Mpc for the radius within which
ionizing radiation from LBGs could raise the ionizing flux
to !8 times its universal value and increase the mean trans-
missivity from 0.5 to 0.8. The argument is crude in a number
of ways, but the observed radius with hflux=conti ! 0:8 is
!5 times larger than rmax, and rmax does not depend strongly
on any of its parameters f, n, d, or #. The change in mean
transmissivity near LBGs appears unlikely to be produced
solely by the Lyman continuum radiation they emit.

4.2.2. Galactic Superwinds

Could winds driven by the combined force of numerous
supernova explosions within LBGs be responsible instead?

Strong winds with velocities exceeding the escape velocity
have been observed around a large fraction of starburst gal-
axies in the local universe (see, e.g., Heckman et al. 2000).
Similar outflows are seen in LBGs as well (x 2.2.2; Pettini et
al. 2001, 2002). Although the typical velocity of an LBG’s
interstellar lines relative to its nebular lines is only !150 km
s#1, the velocity exceeds 300 km s#1 for roughly one-third of
the galaxies in the sample of x 2.2.2. Moreover, the interstel-
lar material within an individual LBG does not all flow out-
ward at a single rate. Instead a reasonable fraction of the
absorbing interstellar material has been accelerated to
velocities significantly higher than the mean interstellar
velocity. Pettini et al. (2002) found absorbing interstellar
gas with blueshifts of up to !750 km s#1 in MS 1512-cB58,
for example, a galaxy with a mean interstellar blueshift of
!250 km s#1. The large velocity widths of most LBGs
($v ! 180 320 km s#1; Steidel et al. 1996) show that this sit-
uation must be common. The typical LBG apparently con-
tains absorbing material flowing outward with a range of
velocities 0 km s#1

dvd600 km s#1.
In local galaxies, where similar outflows are observed, a

distribution of velocities from 0 to vmax is generally inter-
preted as evidence that winds from supernovae are stripping
material from interstellar clouds and accelerating it to the
velocity vmax (see, e.g., Heckman et al. 2000). If LBG
absorption spectra were interpreted in the same way, one
would conclude that most of the absorbing material will

Fig. 13.—Result of Fig. 11 recalculated after modifying each galaxy’s redshift by an amount similar to its uncertainty. Numerous fake data sets were gener-
ated by adding to each galaxy’s redshift a Gaussian deviate with the standard deviation $z shown. Points show the average value of the transmissivity among
the fake sets; error bars show the 1 $ spread. The error bars for $z ¼ 0:004, suppressed for clarity, are similar to those for $z ¼ 0:002. The smooth curves in the
background are a spline fit to the data of Fig. 11 and their +1 $ upper envelope. If $z were equal to the uncertainty in each galaxy’s redshift, then each of the
fake data sets would be roughly as compatible with our observations as the actual data set, and any large differences between the mean transmissivities in the
fake and real sets would suggest that the mean transmissivity in the real set may have been compromised by an unusual combination of redshift errors.

60 ADELBERGER ET AL. Vol. 584
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Low-z IGM

– 43 –

Fig. 6.— The log of the Ly-α line density per unit redshift for sample 2, evaluated at the midpoint of five bins equally

spaced in log(1+z) from z = 0 to z = 1.5 (solid squares), and for the Ly-α lines in UM 18 in the redshift interval from

1.5 to 1.7 (triangle). The line through the solid squares is the best fit power law for sample 2. The lighter symbols

are taken from groundbased surveys of Lu et al. 1991 (*’s) and Bechtold 1994 (open circles). The normalization for

the groundbased data has been increased by a factor exp(0.36− 0.24)/0.276 to adjust the normalization from 0.36 to

the 0.24 Å used for the FOS data. The line through the groundbased data has a slope of 1.85, the best fit found by

Bechtold 1994.

Weymann et al. (1998)
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ing no anomalously large mass concentrations or voids. As
we will show, most Lya absorbers arise in moderate over-
density regions that are well sampled even within our small
volume, though the contribution from coupling to waves
larger than our box size is not included. We leave a system-
atic study of these e†ects for future work.

3. ABSORBER STATISTICS

The distributions of column densities and Doppler
widths b obtained by Ðtting Voigt proÐles to spectral fea-
tures have historically been used to characterize the sta-
tistics of Lya forest absorbers. Though these statistics reÑect
the old paradigm that Lya absorbers arise from isolated
thermally broadened clouds, an assumption that is likely to
be incorrect in detail (see, e.g., Hernquist et al. 1996 ;
Outram, Carswell, & Theuns 2000 ; Theuns, Schaye, &
Haehnelt 2000), such statistics still represent a fair statistical
characterization of the absorber population, more so at low
redshift than at high redshift because line blending is less
severe and individual absorbers can more easily be identi-
Ðed.

At high redshift, statistics based on the distribution of
Ñux in the Lya forest have gained favor (see, e.g., Machecek
et al. 2000 ; McDonald et al. 2000b) because of their simpli-
city, ease of implementation, and robustness of comparison
with models. At low redshift, these statistics are somewhat
more difficult to apply reliably because they require that the
opacity in the forest be predominantly due to Lya absorp-
tion, whereas at low-z the relative contribution from metal
and ISM lines is greatly increased. Thus we will leave Ñux
statistics for future work and focus here on Voigt proÐle
statistics.

We identify 33 Lya absorption lines in the Lya region of
PG 0953]415 and 56 in H1821]643, using AutoVP.
There are more absorbers in H1821]643 because the
average signal-to-noise ratio per B3 km s~1 pixel in this
wavelength range is higher, S/N \ 13.7, compared to 8.1 for
PG 0953]415, so more weak absorbers are identiÐed. The
total redshift path length is *z \ 0.165 for PG 0953]415
and *z \ 0.170 for H1821]643, not including discarded
regions that cover *z \ 0.008 and *z \ 0.011, respectively.
This path length is for absorbers above our completeness
limit, which we will show is cm~ 2 ; for weakerNH I

Z 1013
absorbers, the e†ective path length is smaller (see, for
example, the discussion in Penton et al. 2000) but by con-
struction is still identical in the data and the artiÐcial
spectra. We will only quote statistics for absorbers above
our completeness limit. The mean redshift of our entire
absorber sample is z6 \ 0.17.

3.1. Column Density Distribution
The column density distribution is deÐned as the number

of lines per unit redshift z per unit column density andNH Iis generally parameterized as a power law in NH I
,

f (NH I
) 4

d2N
dz dNH I

P NH I
~b . (2)

At b B 1.5 (Hu et al. 1995 ; Lu et al. 1996 ; Kim et al.z Z 2.5,
1997 ; Kirkman & Tytler 1997). Recent work with VLT/
UVES suggests a similar slope (b B 1.4) down to z B 1.5
(Kim et al. 2000). This is predicted to steepen signiÐcantly at
low redshift (Zhang, Anninos, & Norman 1995 ; Theuns et
al. 1998a ; DHKW). GHRS observations by Penton et al.

(2000) indicate a somewhat steeper slope of b \ 1.8, but that
was obtained by assuming a particular b for all absorbers
(varied between 20 and 30 km s~1) rather than by determin-
ing b and independently from proÐle Ðtting. An alter-NH Inative statement of this trend is that absorbers arehigh-NH Ipredicted to evolve away faster than ones. Thelow-NH Ianalysis in ° 5.2 of Penton et al. (2000) suggests no signiÐ-
cant di†erence between the evolution of absorbers with
1013.1 cm~2 and cm~ 2,cm~2 \ NH I

\ 1014 NH I
Z 1014

contradicting FOS results (Weymann et al. 1998) as well as
model predictions. However, Figure 18 of Penton et al.
(2000) suggests that between 1013 cm~2 [ NH I

[ 1014
cm~2 stronger absorbers evolve away signiÐcantly faster
than weaker ones from z \ 3 ] 0.

Figure 2 shows the column density distribution of identi-
Ðed absorbers in the two STIS spectra (combined) along
with the corresponding results from 40 artiÐcial spectra.
The simulations and observations show very good agree-
ment in both the slope and the amplitude of Thef(NH I

).
best-Ðt slopes for cm~2 areNH I

[ 1013 bobs \ 2.04 ^ 0.23
and Thus we Ðnd that the columnbsim \ 2.15 ^ 0.04.
density distribution has steepened considerably since z D 3,
at least for absorbers with 1013 cm~2,cm~2 [ NH I

[ 1014
in general agreement with Figure 18 of Penton et al. (2000).
We do Ðnd a slope that is somewhat steeper (by D1 p) than
that found from the GHRS sample (Penton et al. 2000).
Note that we only include cm~ 2 bins in thisNH I

º 1012.9
Ðt ; had we included the bin at cm~2 , theNH I

\ 1012.6
slopes would reduce to B1.7. This bin is only slightly
incomplete (as we discuss below), but it illustrates that com-
pleteness must be carefully assessed before an accurate
determination of b can be made.

The dotted line in Figure 2 shows the column density
distribution for a set of artiÐcial spectra where the S/N has

FIG. 2.ÈColumn density distributions from observations of PG
0953]415 and H1821]643 (solid line) and a sample of 20 artiÐcial spectra
for each quasar (dashed line). The dotted line shows the result from artiÐ-
cial spectra with the S/N increased by 5 times, indicating that the absorber
population is complete down to at least cm~ 2. Note that theNH I

B 1012.9
ionizing background used to generate the artiÐcial spectra was normalized
to the evolution of absorbers in the Key Project FOS sample (see DHKW)
and is not the normalization that best Ðts this STIS sample ; we will quan-
tify this further in ° 5.

Dave&Tripp (2001)
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1200 km s~1 is a reasonable velocity limit, it is impossible
unambiguously to classify any individual Lya absorber as
either intrinsic or intergalactic. Any use of the intrinsic or
intergalactic line lists must take this uncertainty into
account.

A few of our targets, such as H1821]643, have known
intergalactic Lya absorption systems with redshifts greater
than our survey cuto†. Higher Lyman series lines or metal-
line absorptions associated with these systems that fall
within our wavelength range (1218È1300 are termedA! )
““ non-Lya ÏÏ. These features are indicated by a ““ z : ÏÏ in the
identiÐcation Ðeld of the line lists. As with the intrinsic
features, these features are not included in any of our low-z
Lya forest statistics. Additionally, the path length obscured
by these features is excluded from the available path length
for Lya detection using the same method as the Galactic/
HVC features.

3. RESULTS BY OBJECT

In this section the observations of each target are dis-
cussed in detail. Composite spectra (Figs. 4È19) and a spec-
tral line identiÐcation table (Table 9) appear in Appendix A
for our sight lines, in the same order presented here. The
wavelength scales have been corrected to the LSR by equat-
ing the Galactic H I LSR velocity in each sight line (Table 2,
column [7]) with the location of the S II jj1250, 1253, 1259
Galactic interstellar lines in the observed waveband. To
provide an overall sense of the number and strength of our
detections, as well as the quality of our spectra, Figure 20
shows the number of reported intergalactic Lya absorbers
as a function of signiÐcance level (SL).

FIG. 4.ÈGHRS/G160M 3C 273 spectrum, sensitivity limits, and path-
length Ñags.

FIG. 5.ÈGHRS/G160M Akn 120 spectrum. The dashed vertical line
indicates the proximity limit as explained in ° 2.3.5. In the upper panel, the
left axis corresponds to Ñux blueward of the proximity limit, while the right
axis corresponds to Ñux redward of this convenient break point.

FIG. 6.ÈGHRS/G160M ESO 141[G55 spectrum, sensitivity limits,
and path-length Ñags.

Penton+ (1999,2000)
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FIG. 3.ÈSpatial distribution of the warm/hot gas with temperature in the range 105È107 K at z \ 0. The green regions have densities about 10 times the
mean baryon density of the universe at z \ 0 ; the yellow regions have densities about 100 times the mean baryon density, while the small isolated regions
with red and saturated dark colors have even higher densities reaching about 1000 times the mean baryon density and are sites for current galaxy formation.

Finally, Figure 4 shows the distribution of emission of the
gas, which convolves the density-weighted distribution with
the familiar cooling curve "(T ). We see two peaks at z \ 0,
one at 108 K, and a higher and broader one at 105 K, with a
broad Ñat valley in between. Note that cooling due to
metals is included in the calculation, where metals are pro-
duced self-consistently in the simulation. The computed
metallicities are consistent with observations where com-
parisons can be made.

4. DISCUSSION

How robust are these results to variation of model
assumptions? We believe that any model that is consistent
with other well-measured local universe observations would
give essentially the same result. The reason for this is simply
that the temperature is determined by the nonlinear mass
scale (eq. [4]), and that, in turn, is close to the 8 h~1 Mpc
scale that Ðxes the abundance of rich clusters and is fairly
robustly determined to a narrow range (see, e.g., Cen 1998) :

for Only a veryp8 B (0.50 ^ 0.05))0~0.40 0.2 \ )0 \ 1.0.
small extrapolation is needed to go from this well-observed
scale to the nonlinear scale, so the estimated temperature of
collapsed regions that we Ðnd will be common to all models
based on the gravitational growth of structureÈas normal-
ized to local cluster observations. In fact, analysis of our
earlier work (Ostriker & Cen 1995) covering nearly a dozen
di†erent models (at lower resolution) has shown that from
one-half to two-thirds of all baryons in all models are con-
sistently and robustly in this warm/hot gas at z \ 0. We
also show in Figure 2b the warm/hot component for two

other models, an open CDM model with and)0 \ 0.40
(dotted lines), and a mixed hot and cold darkp8 \ 0.75

matter model with and (dashed lines))hot \ 0.30 p8 \ 0.67
computed completely independently by Bryan & Norman
(1998). Yet their results are in excellent agreement with ours.
The density Ñuctuation amplitude normalization of their
mixed dark matter model is somewhat below that required
to produce the abundance of local galaxy clusters. There-
fore, an appropriately normalized mixed dark matter model
would yield the warm/hot gas fraction in still better agree-
ment with the other two models.

How robust are these results to the input modeling
physics? In addition to gravity and hydrodynamics, there
are three major pieces of relevant input physics : the metaga-
lactic radiation Ðeld, energy deposition into IGM from
young galaxies, and metal cooling. All of these three pieces
of physics are already included in the simulations examined
here. Let us discuss them in turn. First, changing the meta-
galactic radiation Ðeld would not make any signiÐcant dif-
ference to the baryons at the relevant temperature and
density ranges, because the warm/hot gas is heated pri-
marily by collisions. Second, energy feedback from young
galaxies is secondary compared with shock heating due to
structure collapse. An estimate can be made : the equivalent
kinetic energy input per unit mass due to supernova energy
feedback, averaged over all baryons, is fgal eSN c2 D (0.1)
] (1.0 ] 10~5) ] c2 \ 3002 (km s~1)2, or 2 ] 106 K
(where is the mass fraction of baryons that isfgal D 0.1
formed into galaxies by z \ 0Èopen squares in Fig.
2bÈand is the fraction of energy that supernovaeeSN

Fukugita, Hogan, & Peebles 1998!
Cen & Ostriker 1999!
Dave+ 1999
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the galaxy. Following procedures described in Paper I and
substituting W for the dependent variable (instead of log W
as in Paper I), we solved for and the ““ cosmickl0, R*,
scatter ÏÏ using a likelihood analysis. The results are sum-p

cmarized in row 1 of Table 1, which lists and ankl0, R*, p
c
,

estimate of goodness of Ðt that is equivalent to a reducedsl2s2 with upper limits properly taken into account.
Next, we repeated the Ðtting allowing the radius R to

scale with galaxy B-band luminosity asL
B

R \ R*
A L

B
L

B*

Ba
, (3)

where is the characteristic absorbing radius of anR* L *galaxy. The results are summarized in row 2 of Table 1.
After accounting for galaxy B-band luminosity, is signiÐ-sl2cantly improved with respect to the Ðducial Ðt, and

a \ 0.5 ^ 0.1 , (4)

which indicates that the dependence between R and isL
Bestablished at the 5 p level of signiÐcance. The characteristic

radius is

R* \ 95.9 ^ 7.0 h~1 kpc . (5)

This result applies over the B-band luminosities 0.03 [
spanned by the observations.L

B
[ 2.5 L

BpFigure 3 shows W versus o for the 14 galaxy and
absorber pairs and the 36 galaxies that do not produce
corresponding C IV absorption to within sensitive upper
limits after scaling for galaxy B-band luminosity. The
abrupt boundary between the C IV absorbing and nonab-
sorbing regions is more evident in Figure 3 than in Figure 2.
SpeciÐcally, after scaling for galaxy B-band luminosity, 14
of 15 (93%) of galaxies of impact parameter o \ 112 h~1
kpc are associated with corresponding C IV absorption
lines, while no galaxies of impact parameter o [ 112 h~1
kpc produce corresponding C IV absorption to within sensi-
tive upper limits. A likelihood analysis indicates that the
covering factor i of C IVÈabsorbing gas around galaxies
approaches unity at impact parameters o \ 112 h~1 kpc,
with a 1 p lower bound of SviT \ 0.91. The solid curve in
Figure 3 shows the best-Ðt uniform sphere model.

Next, we repeated the Ðtting substituting galaxy surface
brightness (at the half-light radius) and redshift (1 ] z),k

erespectively, for galaxy B-band luminosity. The results are
summarized in rows 3 and 4 of Table 1. After accounting for
surface brightness or redshift, the scaling exponent a is
indistinguishable from zero, and there is no signiÐcant
improvement in We conclude that the C IV extent ofsl2.
galaxies does not depend strongly on galaxy mean surface
brightness or redshift. This result applies over surface
brightnesses mag arcsec~2 and redshifts18.2 [ k

e
[ 25.4

spanned by the observations.0.09 [ z [ 0.83
Results of the likelihood analysis can also be used to

estimate the mean number of C IV clouds intercepted along

FIG. 3.ÈLogarithm of C IV rest-frame equivalent width W vs.
logarithm of galaxy impact parameter o scaled by galaxy B-band lumi-
nosity. The scaling factor is determined from the analysis described in ° 3.4.
Symbols represent the same as those in Fig. 2. The solid curve indicates a
uniform sphere model that best Ðts the data. The dotted line indicates the
best-Ðt power-law model to the data.

a line of sight through a galaxy. Given our estimates of the
cosmic scatter and the typical absorption equivalentp

cwidth per absorbing component per unit length andkl0assuming Poisson counting statistics, so that is related top
ck by

p
c
\ k(W /k ] 1)1@2 , (6)

we Ðnd based on the results presented in row 2 of Table 1
that a line of sight through the center of an galaxyL *encounters on average

n0 \ 8.2 ^ 3.0 (7)

C IV absorbing clouds of equivalent width k \ 0.13 A! .

4. DISCUSSION

The primary results of the analysis are as follows : (1)
Galaxies of a range of morphological type and luminosity
appear to possess extended C IV gaseous envelopes of radius
R B 100 h~1 kpc, with abrupt boundaries between the C IV

absorbing and nonabsorbing regions. (2) The extent of C
IVÈabsorbing gas around galaxies scales with galaxy B-band
luminosity as but does not depend strongly onR P L

B
0.5B0.1

galaxy surface brightness, redshift, or morphological type.
And (3) the covering factor of C IV clouds within B100 h~1
kpc of galaxies is nearly unity, but there is a large scatter in

TABLE 1

RESULTS OF LIKELIHOOD ANALYSIS

Measurements kl0 R
*

a p
c

sl2

W [ o . . . . . . . . . . . . . . . . . 0.005 ^ 0.001 64.0 ^ 2.4 . . . 0.23 2.9
W [ o [ L

B
. . . . . . . . . . 0.006 ^ 0.001 95.9 ^ 7.0 0.5 ^ 0.1 0.39 1.2

W [ o [ k
e

. . . . . . . . . . . 0.004 ^ 0.001 66.2 ^ 4.0 0.04 ^ 0.05 0.25 2.7
W [ o [ (1 ] z) . . . . . . 0.005 ^ 0.002 60.0 ^ 3.0 0.4 ^ 0.7 0.29 2.7

Chen+ (2001b)
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FIG. 3.ÈLogarithm of Lya rest-frame equivalent width W vs.
logarithm of galaxy impact parameter o. Symbols are the same as those in
Fig. 2. The cosmic scatter is indicated by the error bar in the upper right-
hand corner.

gas intercepted along the line of sight depends on galaxy
rest-frame K-band luminosity L

K
.

Considering only galaxies with K-band photometric
measurements available leaves 20 galaxy and absorber pairs
and two galaxies that do not produce corresponding Lya
absorption lines to within sensitive upper limits. Adopting a
power-law relationship between W and o and we ÐndL

K
,

FIG. 4.ÈLogarithm of Lya rest-frame equivalent width W vs.
logarithm of galaxy impact parameter o scaled by galaxy B-band lumi-
nosity. The scaling factor is determined from the analysis described in
° 6.1. Symbols are the same as those in Fig. 2. The cosmic scatter is
indicated by the error bar in the upper right-hand corner.

FIG. 5.ÈLogarithm of neutral hydrogen column density N vs.
logarithm of galaxy impact parameter o scaled by galaxy B-band lumi-
nosity. The scaling factor is determined from the analysis described in
° 6.1. Neutral hydrogen column densities are determined from Lya rest-
frame equivalent widths under the assumption that Doppler parameters
are contained in the range 20 \ b \ 40 km s~1. Symbols are the same as
those in Figure 2, and the cosmic scatter is indicated by the error bar in the
upper right-hand corner.

according to the likelihood analysis that tenuous gas
around galaxies may be described by

log W \ [a log o ] b
k

log L
K

] constant , (12)

where

a \ 1.25 ^ 0.18 (13)

and

b
k
\ 0.35 ^ 0.08 . (14)

The result applies over the K-band luminosity interval
spanned by the observations. Com-0.005L

Kp
[ L

K
[ 3.3L

Kpparison of the data and the best-Ðt model is shown in the
left-hand panel of Figure 6.

For comparison, we repeat the likelihood analysis for the
subsample, but replacing galaxy K-band luminosity with
galaxy B-band luminosity. Results of the analysis yield
a \ 1.16 ^ 0.17 and b \ 0.50 ^ 0.11. The result applies
over the B-band luminosity interval 0.04L

Bp
[ L

B
[ 2.6L

Bpspanned by the subsample. Comparison of the data and the
best-Ðt model is shown in the right-hand panel of Figure 6.
The results of the statistical tests for the subsample are
presented in Table 5.

We Ðnd that the W versus o anticorrelation accounting
for galaxy K-band luminosity and the one accounting for
galaxy B-band luminosity are both superior to the Ðducial
W versus o anticorrelation, indicating that the extent of
tenuous gas around galaxies depends sensitively on galaxy
K-band luminosity. In addition, although the results of the
statistical tests indicate that the W versus o anticorrelation
accounting for is statistically comparable to the WL

Bversus o anticorrelation accounting for the cosmicL
K
,

scatter in the latter case is further reduced by a substan-p
c

Lanzetta+ (1995)!
Chen+ (2001a)!
Penton+ (2002)
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dispersion, and some odd notches in the sensitivity in the
bluer orders). The images are first geometrically rectified to
produce orders with orthogonal wavelength and spatial
coordinates lying along rows and columns. This removes
the very large curvature of the ESI echelle orders and also
corrects small variations in the wavelength dispersion along
the slit that manifest themselves as tilted or curved sky lines.
The order curvature removal also automatically corrects the
spectral trace for differential atmospheric refraction using
the air mass of the observation; this approach is more effec-
tive than tracing the orders directly because high-redshift
quasar spectra have long stretches with no detectable light,
foiling standard tracing algorithms.

The resampling algorithm used in the rectification is a
flux-conserving interpolation scheme that is accurate to sec-
ond order in the pixel shifts (as opposed to the more com-
monly used schemes that are only first order, making them
considerably more dispersive). The interpolation method is
based on the high-order, monotonic, flux-conserving advec-
tion schemes that are widely used in modern hydrodynamic
simulations (van Leer 1977).

Extraction of spectra from the rectified orders is straight-
forward. We use an optimal extraction algorithm with a
second-order fit to the sky along the slit and a spatial profile
that is assumed constant for each order. For orders where
the profile is not detected, the trace position and width are
predicted on the basis of those orders that are detected. The
wavelength scale derived from calibration lamps is adjusted
using the positions of sky lines for each observation. The
final spectra for the quasars are shown in Figure 1.

3. ANALYSIS OF THE SPECTRA

High signal-to-noise ratio spectra promise two improve-
ments in our understanding of the GP troughs. By reducing
the noise in the black regions of the spectrum, they improve
our lower limits on the absorbing optical depth and may
allow us to detect faint light in the dark troughs. But since
the optical depth limits increase only as the logarithm of the
signal-to-noise ratio, which itself increases only as the
square root of the integration time, it is difficult to make
dramatic improvements in the limits. The main benefit of
high signal-to-noise ratio spectra is that they allow us to set
strong detection limits over narrower bands in the spectra.
The optical depth distribution is very unlikely to be a
smooth function of redshift; instead, at the transition
between a neutral and an ionized IGM, there will be ionized,
partially transparent bubbles sprinkled along the line of
sight. To detect these bubbles we need to be able to recog-
nize narrow emission spikes in the trough where the quasar
light leaks through the IGM. The new spectra presented in
this paper are far better for that purpose than are our earlier
observations (which were 30 minute exposures taken with
the ESI).

We begin with an approach similar to that used by Becker
et al. (2001). The residual fluxes in the GP troughs of Ly!
and Ly" are measured directly from the spectra; the fluxes
are weighted using sky noise from adjacent pixels (as
described above for the extraction) to improve the signal-to-
noise ratio while avoiding bias in the sums. Then the mean
transmission and optical depth of the IGM are determined
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Fig. 1.—Keck ESI spectra of the two highest redshift quasars. The spectra have been binned to a resolution of R ¼ D#=# ¼ 2500 (120 km s"1). The Gunn-
Peterson absorption troughs of Ly! and Ly" are indicated, extending from z ¼ 5:975 to z ¼ 6:165 (SDSS J1030+0524) and z ¼ 6:075 to z ¼ 6:320 (SDSS
J1148+5251).
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This is a necessary step in damped Lyα surveys because
quasars with strong intrinsic N V and O VI absorption
can be confused with the Lyα transition of an intervening
quasar absorption line system. Following PH04, we di-
vided the quasars into three categories: (a) quasars with-
out significant intrinsic absorption; (b) mild absorption-
line quasars which show modest absorption at the C IV
emission feature; and (c) strong absorption-line quasars
whose C IV, O VI lines have large equivalent widths and
could be confused with a damped Lyα system. The lat-
ter category is discarded from all subsequent analysis. For
the mild absorption-line quasars, however, we search for
damped Lyα systems in the redshift interval max(zi, zBAL) <
z < min(zqso−0.08226, zf) where zBAL ≡ (1+zqso)(1060/λLyα)−
1 and the modification to the ending redshift minimizes the
likelihood of misidentifying N V absorption as a damped
Lyα system.

Table 1 presents the full list of SDSS-DR3 quasars ana-
lyzed here. Columns 1-9 designate the SDSS plate, MJD,
and fiber numbers, the quasar name, the emission red-
shift, a flag describing intrinsic absorption, zi and zf for
SNRlim=4, and the absorption redshift of any damped
Lyα candidates along the sightline. The latter may in-
clude candidates where zabs is not in the [zi, zf ] interval.
Also, many candidates are false positive detections, in par-
ticular BAL absorption lines.

2 3 4 5
z
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g(
z)

Total
SDSS−DR3
SDSS−DR1*
PMSI03
LBQS

Fig. 1.— Redshift sensitivity function g(z) as a function of redshift
for the LBQS survey, the compilation of Péroux et al. (2003), the
SDSS-DR1 sample from PH04, the SDSS-DR3 sample studied here,
and the total sample. The gray dashed-line traces the ratio of the
SDSS-DR3 sample to the previous 20 year compilation (Péroux et
al. 2003).

2.2. g(z)

The survey size of a quasar absorption line study is char-
acterized through the redshift sensitivity function g(z).
Figure 1 presents a series of g(z) curves for the the Large
Bright Quasar Survey (LBQS) search for damped Lyα
systems (Wolfe et al. 1995), the compilation of Péroux
et al. (2003), and the SDSS-DR1 sub-sample of PH04.
These are compared against the full SDSS-DR3 sample
with SNRlim =4. Note that the SDSS data releases are

inclusive and also that the Péroux et al. (2003) compi-
lation includes the LBQS sample. Comparing the curves,
we find the current SDSS sample now exceeds the previous
surveys by an order of magnitude at z ∼ 3, several times
at z ∼ 4, and more than a factor of 10 at z > 4.6 (the gray
dashed-line traces the ratio of SDSS-DR3 to the previous
surveys). The dip at z ∼ 4 in the ratio of SDSS-DR3 to
the previous surveys is largely due to the impressive high
z survey carried out by the Cambridge group. We also
stress that the increased sensitivity of the SDSS-DR3 at
z > 4 should be viewed conservatively; follow-up obser-
vations should be performed to confirm the high redshift
results. In Figure 2 we show the g(z) curves for several
cuts on SNRlim and sample selection for the SDSS-DR3
quasars. These cuts are summarized in Table 2 and will
be referred to throughout the text.
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SDSS−DR3_4: SNRlim>4
SDSS−DR3_4C: SNRlim>4+CLR
SDSS−DR3_5: SNRlim>5
SDSS−DR3_5C: SNRlim>5+CLR
SDSS−DR3_8: SNRlim>8

Fig. 2.— Redshift sensitivity function g(z) as a function of redshift
for several cuts of the SDSS-DR3 data (Table 2).

In contrast with the g(z) curves for the Lyα forest or
Mg II systems (e.g. Prochter, Prochaska, & Burles 2005),
one notes no significant features due to strong sky lines.
This is because the sky lines can only lead to false positive
detections in our algorithm. These are easily identified
and ignored.

Table 2

SDSS Cuts

Label SNRlim CLRa nDLA

SDSS-DR3 4 4 no 525
SDSS-DR3 4C 4 yes 340
SDSS-DR3 5 5 no 395
SDSS-DR3 5C 5 yes 183
SDSS-DR3 8 8 no 155
SDSS-DR3 8C 8 yes 88

aThis entry refers to whether the quasar sample adheres to the color criteria describ
color-cut by only including quasars drawn from plates 761 and greater.
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Figure 2. Upper: comoving H i mass density ρH i of galaxies at z > 2 assuming
a ΛCDM cosmology. The H i mass density is observed to decline by ≈ 50%
from z = 4 to 2.2, an interval spanning less than 2 Gyr. The red band shows the
estimate of ρH i at z ∼ 0 from 21 cm surveys of local H i galaxies (Zwaan et al.
2005a). Lower: line density of DLAs per comoving absorption length dX. This
quantity can be visualized as the integrated covering fraction per comoving path
length for galactic H i gas. Following the mass density ρH i, the covering fraction
decreases by 50% from z ≈ 4 to 2 where it reaches the present-day value (red
band) as estimated from 21 cm observations (Ryan-Weber et al. 2003; Zwaan et
al. 2005a). Taken together, the results argue that H i galactic gas has not evolved
significantly over the past ≈ 10 Gyr.
(A color version of this figure is available in the online journal.)

3. DISCUSSION

The results of the previous section have far reaching impli-
cations for the nature and role of H i gas in galaxies and for
the processes of galaxy formation. Let us begin with the in-
variance in the shape of f (NH i, X). Applying Occam’s razor, a
straightforward interpretation of the data is that z ∼ 3 galaxies
are comprised of H i disks that, as a population, have the same
distribution of gas as present-day galaxies. At present, there is
no empirical measurement that contradicts this assertion. Most
theoretical models of DLA systems within the framework of
ΛCDM cosmology, however, envision the gas as clumps and
complicated structures that occasionally resemble a disk mor-
phology (e.g., Nagamine et al. 2004; Razoumov et al. 2006;
Pontzen et al. 2008). A more careful analysis of their predic-
tions for the precise shape of f (NH i, X) and its evolution at
high z is now warranted.

In terms of statistical power, the shape of f (NH i, X) is
dominated by systems with low NHI values and the primary result
is that the “faint-end slope” of f (NH i, X) is invariant. In the local
universe, low NHI sightlines correspond to the outer regions of
H i disks. We draw the inference that galaxies have self-similar
surface density profiles in their outer regions at all cosmic times.
In the most straightforward, analytic models of galaxy formation
(e.g., Mo et al. 1998), f (NH i, X) is determined by the radial H i
surface density profiles, which in turn are set by the total mass of
the system, the angular momentum distribution of the galaxy, the
gas mass fraction, etc. This simple picture is modified by spiral
density waves, warps, galaxy mergers, the detailed nature of
ISM clumping, molecular cloud formation, and feedback from
supernovae and/or AGN activity. All of these processes are
expected to vary with time, especially the characteristic mass

of galaxies. The results presented in Figure 1(b) suggest that
the outer regions of H i galaxies are not especially sensitive to
these processes nor to the underlying dark matter halo mass.
We note that this is actually a prediction of viscous models
of galactic disk formation (Lin & Pringle 1987; Olivier et al.
1991). We await explorations of this topic within the context of
cosmological simulations of galaxy formation.

Secular and feedback processes may be expected to have
greater effect on the gas toward the inner regions, i.e., at the
highest surface densities. We have also searched for variations
in f (NH i, X) at large NHI, but identify none. At the 95% c.l., all
of the redshift intervals have f (NH i, X) distributions consistent
with a break column density of Nd = 1021.6 cm−2. Furthermore,
restricting the frequency distributions to NH i > 1021 cm−2, all
give satisfactory KS-test probabilities. We conclude there is no
evolution at these column densities, but caution that the full
sample includes only 105 DLAs. The data also reveal, for the
first time, that f (NH i, X) is steeper than α = −3 beyond the
break. For the full sample, this result is robust even if we only
consider DLAs with NH i = 1021.6 to 1021.8 cm−2. The steep
break cannot be attributed only to the effects of projection (e.g.,
inclination of disks) alone which predict α = −3 (see Wolfe &
Chen 2006). We predict that the break is also associated with the
conversion of atomic gas to molecules (Schaye 2001; Zwaan &
Prochaska 2006, but see Noterdaeme et al. 2008).

Now consider the sharp decrease in the total comoving
covering fraction and H i mass density from z = 4 to 2 (Figure
2, Table 1). One’s initial reaction may be to interpret this
decline in terms of active star formation, i.e., the conversion
of the H i gas in DLAs to stars via in situ star formation.
This interpretation is problematic for several reasons. First, one
expects star formation to mainly influence gas at high H i surface
densities; this is revealed, in part, by the form of the Schmidt
law, ΣSFR = K×Σ1.4

g , where ΣSFR is the SFR per unit area and Σg

is the gas mass surface density (Schmidt 1959; Kennicutt 1998).
But the invariant shape of f (NH i, X) suggests that in situ star
formation in DLAs is unlikely to consume gas according to the
Schmidt law. This is illustrated in Figure 3(a), which shows
how an initial single power-law approximation for f (NH i, X)
steepens with time if stars form according to the Schmidt law
(Lanzetta et al. 1995). We find that the absence of changes in the
shape of f (NH i, X) implies that the star formation efficiency is
less than 1/10 that in local galaxies.

Second, Wolfe & Chen (2006) used the infrequent detection
of extended, low surface-brightness galaxies in the Hubble Ultra
Deep field to set an upper limit on the comoving SFR density
ρ̇∗ < 10−2.7 M⊙ yr−1 Mpc−3. We used this limit to set an upper
limit on the decrease in ρHI due to in situ star formation. We
fitted a conservative expression for ρ̇∗(z) to be consistent with
(1) this upper limit at z ∼ 3 and (2) observations of star-forming
galaxies in the redshift interval z = [0, 8] (e.g., Bouwens et al.
2008). We then computed the decrease in ρH i(z) by integrating
ρ̇∗(z) from z = 6 to z. The resulting dip in ρH i is shown as the
dotted curve in Figure 3(b). Clearly the decrease in ρH i predicted
by in situ star formation is too small to account for the factor of
2 decrease observed. Specifically, the total mass density of stars
formed in situ gas traced by H i is less than a few percent of the
observed ρH i at z = 4.

Third, to markedly change the covering fraction of H i
galaxies, in situ star formation would have to lower ≈ 50% of
those regions below the DLA criterion. At the DLA threshold,
star formation is likely very weak (if not absent) and should
not affect this gas. We conclude, therefore, that in situ star

PHW (2005) PW (Spineto 2009)

z=0

z=0
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Figure 1: Left: A selection of four target pairs, with the galaxy centered and the image rotated to
place the QSO (red square) at upper left. Right: The 43 sample galaxies, marked by their orbit
count, are chosen to populate bins of ¢Ω = 25 kpc and ¢ log M§ = 0.25 as evenly as is practical.
The dashed lines mark the proposed “hot-cold” transition mass, M§ = 3° 5£ 1010MØ. The
red-blue bimodality is evident across this divide; we will test for the predicted change in gas
properties across this range.
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Finlator, K., & Davé, R. A. 2008, ApJ, in press
Fox, A. J., et al. 2004, ApJ, 602, 738
Heckman, T., et al. 2001, ApJ, 554, 1021
Jenkins, E. B., et al. 2005, ApJ, 623, 767
Katz, N. S. 1992, ApJ, 391, 502
Keres, D., Katz, N., Weinberg, D. H., & Davé, R. 2004, MNRAS, 363, 2
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Figure 22. Model transmission PDFs (curves) with the best-fit Lyα forest mean transmission ⟨F ⟩Lyα for different γ values from the T_REF family of models (using
the improved LLS/pLLS model). These are for the S/N = 8–10 subsample and compare with the corresponding BOSS data transmission PDFs (error bars). The
upper two panels in each plot show the transmission PDFs in linear and logarithmic ordinate axes, respectively, while the bottom panels show residuals divided by the
errors, with dashed horizontal lines indicating the ±1σ region relative to the data. The best-fitting ⟨F ⟩Lyα values correspond to the minima in Figure 21, but here we
have labeled them relative to ⟨F ⟩Lyα,B13, the fiducial Becker et al. (2013) values and errors. The χ2 values quoted are for 23 dof (taking into account the fitting of the
LLS b-parameter), and were computed using the full error covariances including both bootstrap and systematic terms.

two lower redshift bins, with best-fit values of χ2 = [98, 97]
for 70 dof (P = [2%, 2%]) at ⟨z⟩ = [2.3, 2.6], whereas at
⟨z⟩ = 3, the error bars on the PDF are sufficiently large that
acceptable fits are obtainable using γ = 1.0, with χ2 = 68 for
70 dof (P = 54%). However, this requires a +5σ discrepancy
in ⟨F ⟩Lyα with respect to Becker et al. (2013). In Figure 22, one
sees that fitting for ⟨F ⟩Lyα allows the γ = 1.0 models to be in
good agreement with the data in the F > 0.7 portion of the PDF,
but gives rise to discrepancies in the 0.4 ! F ! 0.7 range, which
limits the goodness-of-fit, and cannot easily be compensated by
modifying the metals or LLS model.

From Figure 21, it is clear that as we move to higher redshifts,
we require increasingly higher ⟨F ⟩Lyα relative to the fiducial
Becker et al. (2013) values in order to agree with the data:
at ⟨z⟩ = 2.3, our best-fit mean transmission for the γ = 1.6
model agrees with Becker et al. (2013), but at ⟨z⟩ = 3 there
is a significant deviation of +2σ with respect to the Becker
et al. (2013) measurement. The same trend is true for the best-fit
γ = 1.3 and γ = 1.0 models, but these require even greater
discrepancies with respect to the fiducial ⟨F ⟩Lyα .

One possible explanation for this discrepancy is the effect on
the Becker et al. (2013) measurement of u-band selection bias in
the SDSS quasars. This was first noted by Worseck & Prochaska
(2011), who found that the color–color criteria used to select
SDSS quasars preferentially selected quasars, specifically in
the redshift range 3 ! zqso ! 3.5, that have intervening Lyman-
breaks at λrest < 912 Å. The 3 ! zqso ! 3.5 SDSS quasars are
thus more likely to have intervening LLSs in their sightlines,
yielding an additional contribution to the Lyα absorption and
hence causing Becker et al. (2013) to possibly underestimate
⟨F ⟩Lyα when stacking the impacted quasars. Becker et al. (2013)
mentioned this effect in their paper but argued that it was much
smaller than their estimated errors by referencing theoretical
IGM transmission curves estimated by Worseck & Prochaska
(2011; Figure 17 in the latter paper).

Dr. G. Worseck has kindly provided us with these transmis-
sion curves, TIGM(λ), which were generated for both the av-
erage IGM absorption and that extracted from SDSS quasars

Figure 23. Red and black curves show the excess Lyα absorption expected
from sightlines of zqso = 3.2 and zqso = 3.4 quasars, respectively, relative
to the mean IGM transmission. This is caused by the SDSS selection bias
described in Worseck & Prochaska (2011), which yields above-average numbers
of intervening LLSs. These are derived from the same curves shown in Figure 17
of Worseck & Prochaska (2011), but replotted as ratios smoothed by a boxcar
function over 12 pixels for clarity. The top axis labels the Lyα absorption
redshift corresponding to each wavelength, while the shaded region indicates the
wavelength range of our ⟨z⟩ = 3.0 bin. The dashed line shows, for comparison,
the relative errors on the Lyα forest mean transmission estimated by Becker
et al. (2013). The discrepancy due to the SDSS bias is significant compared to
the Becker et al. (2013) errors.

affected by the color–color selection bias. In Figure 23 we
plot the relative difference between the biased Lyα transmis-
sion deduced from zqso = 3.2 and zqso = 3.4 quasars and the
true mean IGM transmission, using the Worseck & Prochaska
(2011) transmission curves. It is clear that at Lyα absorption
redshifts of zabs ≈ 3, the excess LLSs picked up from such
quasars contribute an additional ∼1% compared to the mean
IGM decrement, a discrepancy that is of the same magnitude as
the error bars in the Becker et al. (2013) measurement, indicated
by the dashed line.

23

Flux PDF; Lee+ 2015
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IGM as a Cosmological Tool
JCAP11(2012)059
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Figure 7. Same as figure 6, for the σ bins, from top-left to bottom-right, 15 < σ < 20h−1 Mpc,
20 < σ < 30h−1 Mpc, 30 < σ < 40h−1 Mpc, and 40 < σ < 60h−1 Mpc.

Figure 8. Contour plot of the measured redshift space cross-correlation for our fiducial analysis (left)
and our best fit theoretical model that includes the MTC correction (right).

model), and for the case where we apply the MTC to the data but we leave the fitted model
uncorrected (NOCOR case).

The effect of the MTC is clearly a minor one; it has little effect on the result on the
DLA bias, and the errorbars are only increased by ∼ 10% when the continuum fitting errors
are included. The effect of the correction of appendix A is small compared to the present
errorbars of the measurements, but our model characterization of the effect of the MTC is

– 18 –

Clustering; Font+ 2012
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IGM as a Cosmological Tool
Schlegel – 2014B U047LA — 3D Lyα Forest Tomographic Mapping at z ∼ 2 (2 nights Keck-I/LRIS) 3

Tomographic Reconstruction True Lyα Forest Field Dark Matter Overdensity

Figure 1: Simulation slices illustrating Lyα forest tomography with map resolutions of ϵ3D = 3.5 h−1 Mpc,
which we aim to implement on the COSMOS field. The left panel shows a tomographic reconstruction
from a set of simulated Lyα forest absorption sightlines from sources down to a survey depth of g = 24.5,
which include realistic modeling of spectral S/N assuming the Reddy et al. (2008) LBG luminosity functions
and 2 hrs integration on LRIS-B (600/4000 grism). The central panel shows the true underlying 3D Lyα
forest absorption field while the right panel shows the underlying dark-matter overdensity, ∆ = ρ/⟨ρ⟩ (both
smoothed with a 3.5 h−1 Mpc Gaussian to match the reconstructed map). These slices have dimensions
(100 h−1 Mpc)2×2 h−1 Mpc, and the line-of-sight direction is into the plane of the page — in the real surveys,
we will cover ∼ 400 h−1 Mpc along the line-of-sight. The green dots overlaid on the DM field show positions
of R ≤ 25.5 galaxies coeval with the Lyα forest, obtained from halo abundance matching (White et al. 2010).
The solid small rectangle overlaid on the left-panel shows, for comparison, the footprint covered by the 12
LRIS pointings of our pilot program, while the large dashed rectangle shows the area equivalent to 1 deg2 on
the sky, which we hope to eventually cover in future programs.

Figure 2: Examples of the mock Lyα
forest absorption spectra used in the simulated
tomographic reconstructions shown in Figure 1.
The top panel shows the simulation skewer
without noise and resolution effects, while the
middle and bottom panels show the same sightline
smoothed to R = 1000 (the resolution of LRIS
600/4000), and rebinned to 1 Å pixels, and
with pixel noise added assuming a total of 2hrs
integration on LRIS. The mock spectrum in the
middle panel has S/N = 8.8 per angstrom
corresponding to a g = 23.1 background source,
while the bottom panel has S/N = 4.4 per
angstrom at g = 23.9 (close to our nominal
survey limit). Each spectrum used in our
simulated reconstructions is assigned an apparent
magnitude according to the source luminosity
function, and hence a SNR.

Tomography; Lee+ 2014
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Five Open IGM Questions
1. What fraction of the IGM 

is enriched?!
• By mass and volume!
• Feedback!
• Early star formation!
• Nucleosynthesis!

2. What is its thermal 
history?!

• HI, HeII Reionization!
• First stars, AGN!

3. What is theory getting 
right?!

4. What drives its 
interactions with galaxies?!

• CGM!
• Feedback!
• Magnetic fields, CRs, …!

5. What aspects have we 
missed altogether?!!

• Blazars!
• Magnetic fields!
• Mini-quasars!
• Mini-halos


