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• Galactic scale simulations cannot resolve star formation
- require prescription for threshold density, efficiency, kinetic & 
thermal energy deposited

• How does star formation rate depend on the star formation 
implementation? 

• Alternative approach                                                             
- no implementation of star formation                                 
- calculate how much of the gas is gravitationally bound
- but restricted to relatively low surface densities

Evaluating the Kennicutt/Schmidt law from 
simulations



• Described in Dobbs (2008)

• Use SPH (3D)

• Gas disc subject to a galactic 
spiral potential

• Simulations isothermal, adopting 
a two-phase medium

• Include self gravity and magnetic 
fields

Details of simulations

4 M⨀pc-2

20 M⨀pc-2



4 M⨀pc-2

20 M⨀pc-2

Low density regime

Σ = 4, 8, 16, 20 M⨀pc-2

F = 4 %

   

Σ = 4 M⨀pc-2

F = 2, 4, 8 and 16 %  

Details of simulations

250 Myr

140 Myr



• S.F.R. estimated at snapshot of simulation

• Determine location of bound gas - increase radius of 
each bound ‘clump’ until α>1

Estimating the (local) star formation rate
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Figure 1. The location of bound gas is shown for a small section
of the disc from the Σ = 8 M! pc−2 simulation Model B. Blue
indicates regions which are bound when the kinetic, thermal and
magnetic energies are included, green, the kinetic and thermal,
and red, just kinetic. If only the kinetic energy is used to de-
termine whether regions are bound, the clumps are clearly more
extended. Two large and massive complexes are moving away
from the spiral arms, which have high density and low velocity
dispersions, so are strongly bound. There is also a considerable
number of bound clumps in the interarm regions.

regions. Overall in the bound gas there is no particular evi-
dence of spiral structure other than the two massive ‘GMCs’.
The degree of bound gas in the interarm regions reflects the
fact that the velocity dispersions of clumps in the interarm
regions are lower than in the spiral arms. In the interarm
regions there are fewer collisions and fewer interactions be-
tween clumps.

From hereon, we shall generally assume that the cal-
culation of bound gas includes the thermal and magnetic
energy, as well as the kinetic. This assumption minimises
the amount of ’bound’ gas present in the simulations. Using
the kinetic energy alone tends to produce an unrealistically
high fraction of bound gas. In Fig. 2 we plot the cumu-
lative surface density of bound gas versus number density
for model B. Here the cumulative mean surface density of
bound gas is defined as Σbound(n) = Mbound(n)/A, where
Mbound(n) is the mass of bound gas in clumps with maxi-
mum density > n, and A is the area of the galactic disc. It
can be seen that the maximum density in a clump typically
must be n > 104 cm−3 to obtain bound regions. This con-
dition is less stringent if thermal and/or magnetic energies
are ignored. Fig. 2 also shows that the bound gas represents
6 % of all the gas in the disc.

2.2 Star formation rate

In order to determine the star formation rate, having deter-
mined an estimate of the amount of bound gas, we require
an estimate of the local timescale for star formation. As

Figure 2. The mass of bound gas is plotted versus number den-
sity n when Σ = 8 M! pc−2 (Model B). Particles are sorted
by density, and so n represents the maximum density in a given
bound region. The mass indicated on the y-axis is cumulative,
and thus represents the total mass of bound gas in regions with a
maximum density > n. The mass of bound gas is calculated using
the kinetic, thermal and magnetic energy. Clumps with densities
< 104 cm−3 do not tend to contain bound gas. The right hand
y-axis indicates the percentage of the total gas in the disc which
is bound.

we mentioned above we take this to be the local dynamical
timescale of the gas,

tdyn =

s
3π

16G〈ρ〉 . (1)

Here 〈ρ〉 is the median density of a clump. An alternative
would be to use the volume average density, ρ̄, but we find
that this does not lead to a noticeable difference in the re-
sults. The star formation rate of a particular clump is then
assumed to be Ṁ = Mbound/tdyn where Mbound is the mass
of bound gas in a clump and tdyn the dynamical timescale
of that clump given by equation 1. The star formation rate
per unit area, averaged over a given region, is then

ΣSFR =

PN
i=1 Ṁi

A
(2)

where the summation is over all (N) bound clumps, and A
is the area of the region under consideration.

It is well known that star formation is a relatively inef-
ficient process in that not all the bound gas is converted to
stars on a local dynamical timescale. We can allow for this
by including an efficiency parameter ε. In this case the star
formation rate would be

ΣSFR =

PN
i=1 ε Ṁi

A
(3)

where ε is the constant star formation efficiency. However
we do not consider the evolution of the gas once it becomes
bound. Rather than assume a value of ε for the star forma-
tion rate, we consider what value of ε would be required to
fit observations. As we expect the value of ε turns out to
be small, justifying a posteriori our decision not to remove
mass from the ISM in order to model star formation.
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termine whether regions are bound, the clumps are clearly more
extended. Two large and massive complexes are moving away
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fact that the velocity dispersions of clumps in the interarm
regions are lower than in the spiral arms. In the interarm
regions there are fewer collisions and fewer interactions be-
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dition is less stringent if thermal and/or magnetic energies
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Figure 2. The mass of bound gas is plotted versus number den-
sity n when Σ = 8 M! pc−2 (Model B). Particles are sorted
by density, and so n represents the maximum density in a given
bound region. The mass indicated on the y-axis is cumulative,
and thus represents the total mass of bound gas in regions with a
maximum density > n. The mass of bound gas is calculated using
the kinetic, thermal and magnetic energy. Clumps with densities
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we mentioned above we take this to be the local dynamical
timescale of the gas,

tdyn =

s
3π

16G〈ρ〉 . (1)

Here 〈ρ〉 is the median density of a clump. An alternative
would be to use the volume average density, ρ̄, but we find
that this does not lead to a noticeable difference in the re-
sults. The star formation rate of a particular clump is then
assumed to be Ṁ = Mbound/tdyn where Mbound is the mass
of bound gas in a clump and tdyn the dynamical timescale
of that clump given by equation 1. The star formation rate
per unit area, averaged over a given region, is then
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PN
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(2)

where the summation is over all (N) bound clumps, and A
is the area of the region under consideration.

It is well known that star formation is a relatively inef-
ficient process in that not all the bound gas is converted to
stars on a local dynamical timescale. We can allow for this
by including an efficiency parameter ε. In this case the star
formation rate would be

ΣSFR =

PN
i=1 ε Ṁi

A
(3)

where ε is the constant star formation efficiency. However
we do not consider the evolution of the gas once it becomes
bound. Rather than assume a value of ε for the star forma-
tion rate, we consider what value of ε would be required to
fit observations. As we expect the value of ε turns out to
be small, justifying a posteriori our decision not to remove
mass from the ISM in order to model star formation.

c© 0000 RAS, MNRAS 000, 1–11

Section of spiral arm showing 
bound gas (Σ=8 M⨀pc-2):



Comparison with observed Kennicutt-
Schmidt law

• Estimate S.F.R. in 500 x 500 pc areas 
(each cross)

• Crosses - points from 4 (green), 8 
(dark blue) and 20 M⨀pc-2 (cyan) 
calculations (i.e. 3 galaxies)

• Black points - Kennicutt 1998

• Contours - Bigiel et. al. 2008 (averaged 
over the galaxies in their sample)
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Figure 4. The star formation rate is plotted for the 4 (dark
green crosses, Model A), 8 (blue crosses, Model B) and 20 M!
pc−2 (cyan crosses, Model D) models, assuming a star formation
efficiency of ε = 0.05. The black circles are normal spirals, and
the black squares starburst galaxies from the survey of Kennicutt
(1989). These are all overplotted on Fig. 8 (middle right panel)
of Bigiel et al. (2008), which is the green and orange contour
plot visible in the background. This shows the star formation
rate versus surface density of Hi and H2 sampled over 500 pc2

regions from 7 spiral galaxies. The green, orange, red and magenta
contours indicate 1, 2, 5 and 10 data points respectively. The star
formation rates from the simulations and the observed data agree
reasonably, and both show a downturn in slope at around Σ = 10
M! pc−2.

just Hi is considered (Heyer et al. 2004; Kennicutt & et. al.
2007; Bigiel et al. 2008), suggesting that Hi is not a good
measure of local star formation.

A common feature in the results from the simulations
and the results of Bigiel et al. (2008) is that there is much
more scatter at low surface densities compared to high. A
likely explanation is that at low densities the gas can ex-
hibit a range of distributions – the gas can lie in a few dense
bound clumps undergoing star formation, or alternatively
in a more diffuse medium with very little star formation. At
higher densities, much more of the gas in a given region is
likely to be in bound clumps undergoing star formation and
the possibility of larger volumes of diffuse gas is diminished.
Bigiel et al. (2008) express this as the filling factor of the gas,
i.e. the ratio of gas as high densities where stars are forming.
The high density tracers preferentially select the top (high-
est star formation rate) points from the distribution for all
the gas.

We can test directly the likely effect of using different
tracers in the simulations. As we have mentioned above the
cool component of our model ISM can be seen as a proxy for
molecular gas, whereas the warm component can be seen as a
proxy for atomic gas. It is the cool gas which is more severely
affected by the spiral structure, and therefore the cool gas

Figure 5. The star formation rate for points in the simulations
with 4, 8 and 20 M! pc−2 (as shown in Fig. 4) is binned according
to surface density. The scatter in the average star formation rate
is then shown as 1-σ error bars. The different points indicate
whether regions without bound gas are included. The blue data
points exclude regions in which none of the gas is bound. The
red data points are inclusive of those regions which contain no
bound gas (and are therefore not seen on Fig. 4), where instead
we assume a maximum star formation rate of 10−6 M! kpc−2

yr−1.

which is more likely to be contained in bound entities. The
warm gas, with sound speeds comparable to the potential
depths of the spiral potential, tends to be less affected by the
spiral arms and less easily assimilated into bound clumps.
Thus, although the evolution of different chemical species is
not followed in these simulations, we can use a density cut
to select particles over a given density. In the observations,
it is not whether or not the gas is molecular that defines the
slope of the power law, it is merely that the molecular gas
traces the denser parts of the ISM.

Fig. 6 shows the star formation rate per unit area
against surface density for Model B when the surface density
of all the gas is used, compared to when there is a density
cut of 10−23 g cm−3. With the density cut, the surface den-
sities are only calculated using the gas with density above
this threshold, whilst the star formation rate is the same,
thus points are shifted to the left in the Figure. At low sur-
face densities, much less of the gas is at high densities, so
the points are shifted much further. Hence the slope is shal-
lower compared to the relation for all the gas and indeed
tends towards the observed linear relation between star for-
mation rate and surface density for the densest gas. We also
selected gas below this threshold, and as expected a steeper
relation ensues. Gnedin et al. (2008) obtain similar results
by plotting the star formation rate against densities of Hi,
H2 and Hi+H2 calculated in their simulations.

We suppose in our models that the slope changes ΣSFR

smoothly from a very steep slope at low density criterion
to roughly linear with a high density criteria. The star for-
mation rate per unit area appears to show a roughly lin-
ear relation to surface density for gas above 10−23 g cm−3,
suggesting gas above this density is involved in star forma-
tion. Actually, only about a quarter of this gas is gravita-
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• Require ε=0.05 to match 
observations

• No linear relation - kink at         
10 M⨀pc-2 for both simulations and 
observations

• Spread of points increases at 
lower Σ
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which is more likely to be contained in bound entities. The
warm gas, with sound speeds comparable to the potential
depths of the spiral potential, tends to be less affected by the
spiral arms and less easily assimilated into bound clumps.
Thus, although the evolution of different chemical species is
not followed in these simulations, we can use a density cut
to select particles over a given density. In the observations,
it is not whether or not the gas is molecular that defines the
slope of the power law, it is merely that the molecular gas
traces the denser parts of the ISM.

Fig. 6 shows the star formation rate per unit area
against surface density for Model B when the surface density
of all the gas is used, compared to when there is a density
cut of 10−23 g cm−3. With the density cut, the surface den-
sities are only calculated using the gas with density above
this threshold, whilst the star formation rate is the same,
thus points are shifted to the left in the Figure. At low sur-
face densities, much less of the gas is at high densities, so
the points are shifted much further. Hence the slope is shal-
lower compared to the relation for all the gas and indeed
tends towards the observed linear relation between star for-
mation rate and surface density for the densest gas. We also
selected gas below this threshold, and as expected a steeper
relation ensues. Gnedin et al. (2008) obtain similar results
by plotting the star formation rate against densities of Hi,
H2 and Hi+H2 calculated in their simulations.

We suppose in our models that the slope changes ΣSFR

smoothly from a very steep slope at low density criterion
to roughly linear with a high density criteria. The star for-
mation rate per unit area appears to show a roughly lin-
ear relation to surface density for gas above 10−23 g cm−3,
suggesting gas above this density is involved in star forma-
tion. Actually, only about a quarter of this gas is gravita-
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What about different tracers?

• Observations indicate different star formation laws 
for different tracers

• Can we test this with simulations?
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What about different tracers?

• Gas within 500x500 pc region 
exhibits range of densities

The star formation rate and surface density 7

Figure 6. The star formation rate is plotted against surface den-
sity for 500 pc2 regions from Model B, where the mean surface
density is 8 M! pc−2. The red crosses represent points where no
density cut is imposed. The blue triangles correspond to points
which only include gas of density above 10−23 g cm−3. The slope
is clearly shallower when only the denser material is used. Finally
we selected gas with densities < 10−23 g cm−3 (green circles), for
which the slope becomes steeper.

tionally bound. We therefore also calculated ΣSFR with a
cut of 10−22 g cm−3, in which case nearly all the gas is
bound. The slope is very similar, approximately 1.0, in both
cases, but the points are shifted to lower densities with the
higher surface density cut. Thus it appears that selecting a
molecule which traces gas above densities of ∼ 10−23 will
give a roughly linear relation.

3.4 Theoretical interpretation

There seems to be evidence from the observations, that
for molecular tracers which presumably correspond to the
higher density gas, ΣSFR ∝ Σn with n = 1. This relation can
be reproduced in our simulations by considering only the
highest density gas. This relation also holds at the higher
surface densities even when Σ is the total surface density.
This appears to be approximately when Σ > 10 M! pc−2,
where most of the gas is cool/molecular (Dobbs et al. 2008;
Krumholz et al. 2008).

This raises two questions: why is the relationship lin-
ear, and why is it much steeper than linear at lower surface
densities?

3.4.1 A shallower local Kennicutt-Schmidt relation?

At high surface densities a shallower relation of the form
ΣSFR ∝ Σ1.0 is found. This contradicts the straightfor-
ward expectation of most theoretical models (see Section 1.2,
and, for example, the discussion in Section 5 of Kennicutt,
1998), in which the star formation rate is presumed to de-
pend on the local surface density divided by an appropriate
timescale. For example one might take ΣSFR ∝ Σ/tdyn. Then
assuming that tdyn ∝ Σ−0.5, one finds that ΣSFR ∝ Σ1.5, in
rough agreement with the Kennicutt-Schmidt law.

Krumholz & Thompson (2007) suppose that for tracers
of low density gas, the star formation rate follows a Σ1.5

relation, but high density tracers select regions which have
the same dynamical time regardless of the local environ-
ment. As the star formation only takes place in the densest
gas, the star formation rate, ρ, is effectively constant, and
therefore the local dynamical time given by a formula such
as Equation 1 is also roughly constant.

To examine this further, we plot in Figure 7 the various
dynamical times of the various bound clumps against the
mean local surface density of the 500 × 500 pc2 areas in
which they are found in Model B, the 8 M! pc−2 simulation.
As can be seen from the figure, the dynamical time shows
no particular correlation with surface density. Thus to a first
approximation, the local star formation rate per unit area
just depends in a linear fashion on the local mean surface
density of bound gas.

Our hypothesis differs mainly from Krumholz &
Thompson (2007) in that we do not suppose a Σ1.5 relation
for the total gas. Rather we consider that at low densities
there should be a large degree of spread in the star formation
law versus Σ, depending on whether only a small fraction of
the gas in a region is forming stars whilst the remainder is
diffuse, or whether most of the gas is dense.

3.4.2 Σ(total) versus Σ(H2)

The difference between the tracers can be illustrated in the
following manner. Supposing that the fraction of the ISM
which is in molecular form, f(H2), is a monotonically in-
creasing function of the local surface density Σ. As an ex-
ample we take

f(H2) =

„
Σ
Σ0

«α

, (4)

for Σ < Σ0 and for some α > 0, and f = 1 otherwise. When
Σ = Σ0 let the star formation rate be ΣSFR = ΣSFR0.

We then assume the observed relation for H2, i.e.
ΣSFR ∝ Σ(H2) to hold at all times, and use this to cal-
culate the equivalent relation for the total surface density
(Hi+H2) gas and for the Hi surface density. Clearly then for
Σ > Σ0, we have the linear relation ΣSFR ∝ Σ.

However for Σ < Σ0 our assumptions imply that the
star formation law for the total surface density (Hi and H2)
is ΣSFR ∝ f(H2)Σ ∝ Σ(α+1). Thus the relation for the total
gas is expected to be steeper at low densities compared to
high.

Now consider the relation of star formation rate with
surface density in Hi. We then expect there no longer to
be a one-to-one correspondence between star formation rate
and surface density! For example we now have that

Σ(HI) = Σ− Σ(H2). (5)

Then in our simple model (equation 4) when Σ(HI) = 0,
either there is no gas at all so that Σ = 0 and ΣSFR = 0 or
the gas is fully molecular so that Σ ! Σ0 and ΣSFR ! ΣSFR0.

Thus overall the star formation rate is multivalued for
a given density of Hi. The Hi surface density reaches a max-
imum at a particular value of Σ, when the gas starts to
become predominantly molecular. Above this, Σ(HI) de-
creases, but the star formation rate continues to increase.
This is essentially the top of a parabola-like curve in Σ(HI)

c© 0000 RAS, MNRAS 000, 1–11
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• Take gas with Σ < 10-23 gcm-3

   - high density points shifted left 

   - steeper relation

•  Only take gas with Σ > 10-23 gcm-3

   - low density points shifted left   

   - linear relation



Why is the dependence linear for dense gas 
(H2)?
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Figure 7. The dynamical time of individual bound entities is
plotted against the surface density for the 500 pc2 regions tin
which they lie from Model B, where the mean surface density is
8 M! pc−2. Thus although the dynamical time of each bound
clump is related to the density of a localised clump of bound gas,
this relation largely disappears when considering the dynamical
times of all the bound gas clumps in a 500 pc2 region.

versus ΣSFR space, and can be seen in the Hi plots of Bigiel
et al. (2008) and Kennicutt & et. al. (2007).

3.4.3 A change in slope

For plots of the total surface density, we find a change in
the slope around 10 M! pc2. Krumholz et al. (2008) inter-
pret this as the surface density gas becomes molecular. In
our models, this surface density corresponds roughly to the
density at which the surface density of bound gas is approxi-
mately equal to the surface density of bound gas. Below this
density, the surface density is dominated by low density, un-
bound gas, and follows a steeper slope, as indicated by the
low density criterion on Fig. 6. Above this density, the gas is
predominantly bound, thus follows the shallower path. Since
the gas generally is self-gravitating at densities high enough
for molecular gas to be observed (Hartmann et al. 2001), our
critical density is similar to that of Krumholz et al. (2008).
As apparent from Fig. 6 and Section 3.4.2 though, there is
no expected change in slope for a given tracer, although this
may well change when the densities of starburst regions are
attained (Section 3.4.4).

3.4.4 Higher surface densities

An omission from the analysis in this paper is that for com-
putational reasons we do not include very high surface densi-
ties, with no points over 100 M! pc−2. Thus unlike previous
theories and observations (Kennicutt 1989; Krumholz & Mc-
Kee 2005), we do not incorporate starbursts in our results.

Our simple analysis in Section 3.4.2 proposes that the
star formation rate will depend linearly on the surface den-
sity once the gas becomes fully molecular. Whilst a linear
relation is observed for molecular gas in normal galaxies

(Bigiel et al. 2008), the relation appears steeper in starburst
galaxies whereas a linear relation is observed in HCN (Gao
& Solomon 2004b). However CO is not a particularly good
tracer of star formation in starbursts (e.g. Gao & Solomon
(2004a); Wu et al. (2005); Aalto (2008)) compared to HCN.
In fact, the 12CO predominantly traces warm molecular en-
velopes surrounding cold clouds rather than the cold interi-
ors of the clouds (Meier et al. 2000; Glenn & Hunter 2001;
Gao & Solomon 2004b). The ISM of starbursts is also con-
siderably more turbulent than normal galaxies (Aalto et al.
1995), thus it is not implausible to suppose that a substan-
tially smaller fraction of the CO represents self-gravitating
gas. It may be that for starbursts, CO is a proxy for HI,
and HCN a proxy for H2, compared to our interpretation
of the Bigiel et al. (2008) results in Section 3.4.2. Another
possibility is that as the CO has a moderate optical depth
(Aalto et al. 1995) in starbursts, CO may be absorbed. Then
L(CO) will underestimate the mass in the densest regions,
giving a steeper slope.

3.5 Star formation rate versus shock strength

If, as suggested by Roberts (1969), star formation is trig-
gered by spiral density waves, a higher degree of star for-
mation might be expected in galaxies with stronger shocks.
This has been the subject of much past debate. Elmegreen
& Elmegreen (1986) argued that since grand design spirals
do not show an increased star formation rate compared to
flocculent galaxies, spiral triggering of star formation is not
significant. Instead the gas and thus the star formation is
merely arranged into spiral arms. Though some recent ob-
servations show that there is a correlation between the SFR
and spiral shock strength Seigar & James (2002).

For a stronger spiral potential, the stronger shock leads
to more gas in the spiral arms and higher gas densities in
the spiral shock. Therefore we may expect that the amount
of bound gas increases with shock strength. Fig. 8 shows
the star formation rate versus the strength of the spiral po-
tential. The star formation rate does not show an increase
with shock strength (within a factor of 2 or 3), but instead
remains fairly flat. Thus a stronger shock does not appear
to produce a higher star formation rate (averaged over the
disc).

The amount of bound gas depends primarily on the den-
sity of the gas and on the velocity dispersion. Thus a possible
explanation for the apparently constant star formation rate
is that the kinetic energy of the dense gas also increases with
the strength of the shock. To test this, we plot the velocity
dispersion of the clumps in Fig. 9, against the mass of the
clumps. The clumps in the higher shock models clearly have
a higher velocity dispersion. Thus although they have higher
densities, there is not a substantially greater mass of bound
gas. However the bound gas is more concentrated to the spi-
ral arms at higher shock strengths, and therefore there is a
somewhat higher star formation rate in the spiral arms at
higher shock strengths (see Section 3.6).

We illustrate the velocity dispersion increase further in
Fig. 10, where the velocity dispersion is plotted against az-
imuth. The particles used to calculate the dispersion are
selected from a ring of width 200 pc at a radius of 7.5 kpc.
The velocity dispersion of the gas in the spiral arms gener-
ally increases as the shock becomes stronger.

c© 0000 RAS, MNRAS 000, 1–11

• Free fall time not dependent on 
surface density

• S.F.R. just dependent on amount 
of gas (Σ)

• see also Krumholz & Thompson 
(2007)
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Theoretical interpretation

ΣSFR α f(H2) Σ = Σα+1• Densities Σ < Σ0:
 Σ > Σ0:   ΣSFR α Σ

• But for HI: Σ(HI) = Σ - Σ(H2) star formation rate multivalued!

e.g. Σ(HI) = 0 when ΣSFR = 0 (i.e. f(H2)=0), or ΣSFR > ΣSFR0 (i.e. f(H2)=1)
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Dependence for different tracers
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Dependence for different tracers

ΣSFR α Σ(H2) 

• Densities Σ < Σ0: ΣSFR α f(H2) Σ = Σα+1

• Densities Σ > Σ0:     
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Σ
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Figure 4. (Continued)

Table 2
Fitted Power-Law Parameters at 750 pc Resolution

Galaxy H2 H i + H2

Coefficient (A) Index (N) Scatter Coefficient (A) Index (N) Scatter

NGC 628 −1.99 0.98 0.16 −2.35 2.74 0.39
NGC 3184 −2.16 1.12 0.18 −2.45 2.50 0.31
NGC 3521 −2.19 0.95 0.10 −2.75 2.12 0.19
NGC 4736 −1.79 0.95 0.15 −2.00 1.44 0.19
NGC 5055 −2.22 0.92 0.10 −2.63 1.58 0.22
NGC 5194 −2.09 0.84 0.19 −2.22 1.11 0.25
NGC 6946 −1.94 0.92 0.23 −2.33 1.46 0.29
Average −2.06 ± 0.17 0.96 ± 0.07 . . . −2.39 ± 0.28 1.85 ± 0.70 . . .

galaxies span nearly an order of magnitude in SFE at an almost
constant Σgas ≈ 5 M# pc−2. This is clear evidence that the total
gas surface density cannot be the critical quantity setting the
SFR over the H i dominated parts of these galaxies.

There is also variation in the SFE among galaxies. This can
be seen from the range of coefficients to our power-law fits.
At a particular Σgas, the average ΣSFR shows an rms scatter of
∼0.3 dex. Galaxy-to-galaxy variations thus account for a factor
of ∼2 scatter in the SFE in our sample.

3.5. H i Saturation at High Column Densities

Figure 4 and the radial profiles in Figure 2 also illuminate
the relationship between ΣHI and ΣH2. Both show a striking
absence of high surface density H i; this is seen as a sharp right-
hand edge to the distributions shown in the left-hand column
of Figure 4 and the failure of our radial profiles (spirals or H i
dominated galaxies) to cross ΣHI ≈ 9 M# pc−2. The only gas
in excess of this limiting surface density appears to be in the
molecular phase. Wong & Blitz (2002) showed a similar “satu-
ration” effect in azimuthally averaged profiles for their molec-
ular gas-rich spirals, as did, e.g., Martin & Kennicutt (2001)
and Morris & Lo (1978). The data plotted in Figure 4 show
that this effect is present at 750 pc resolution and that it is re-
markably universal. ΣSFR and ΣH2 show no comparable limiting
values.

The vertical dashed line in the left and the right columns of
Figure 4 shows ΣHI,saturation ≈ 9 M# pc−2. In Section 4.1, we will

see that 95 % of the ΣHI values for the combined distribution of
all seven spiral galaxies in our sample are below ΣHI,saturation.

A second effect is best seen in the radial profile points in
the left column of Figure 4: at high SFRs there is often an
anticorrelation between ΣHI and ΣSFR. This occurs in the central
H i holes of spirals where the gas is overwhelmingly molecular
and the SFR is very high. All seven of our spiral galaxies show
some degree of this effect, i.e., at least a mild central depression
in H i.

3.6. ΣSFR Versus Σgas in H i Dominated Galaxies

We have already seen that there are variations in the rela-
tionship between Σgas and ΣSFR among spiral galaxies, mainly
in the H i dominated parts. Figure 5 shows the relationship be-
tween ΣSFR and ΣHI ≈ Σgas for six H i dominated galaxies. Color
contours for the two largest galaxies are coded as in Figure 4.
For these two galaxies we plot points from the radial profiles
(Figures 2 and 3) on the same plot as black crosses. Because
the other four dwarf galaxies are small, we show scatter plots
instead of density contours. Figure 5 shows individual plots for
Ho II, IC 2574, NGC 2976, and NGC 4214. Note that the re-
maining galaxies, Ho I, DDO 154, DDO 53, M81 DwA, and
M81 DwB are so small that they yield only 1–10 sampling points
each. We include these data only later in Figure 12, which shows
aggregate data for all of our dwarf irregular galaxies.

Figure 5 shows that these galaxies display the same saturation
value for ΣHI as the large, centrally H2 dominated spirals.

Example from Bigiel 
et. al. 2008

HI H2 HI+H2
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Dependence of (global) S.F.R. on shock strength

• Spiral shock triggering: produces 
higher star formation rate?                              
(Elmegreen & Elmegreen 1986, 
Seigar & James 2002)

• Global star formation rate (over 
total area of disc)

• No dependence on shock 
strength in simulations

Why? α depends on σ - likely to 
increase in shock



The star formation rate and spiral shocks

• Velocity dispersion versus mass 
of clump for different shock 
strengths (far left)

• Systematic increase in σ with 
shock strength

• Higher σ in spiral arms with 
stronger shocks (left)

• But more bound gas 
lies in the spiral arms at 
higher shock strengths



Conclusions

• Local S.F.R. calculated from bound gas reproduces 
observations, providing ϵ~0.05                                                                  
  - S.F.R linearly proportional to Σbound

  - linear, since dynamical time-scales of bound clumps 
uncorrelated with Σ

• S.F.R. not well correlated with Σtotal                         
   - and no 1-1 relation with ΣHI

• Global S.F.R does not depend on spiral shock strength 
   - stronger shocks also produce a higher σ


