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CHAPTER 1

RELATIVISTIC HYDRODYNAMICS

Why should we care about relativistic fluids and flows in astrophysics? where relativistic conditions become im-
portant, and how much do they change the result with respect to a non relativistic description? what does it mean to
be relativistic? how much the results and tecniques developed in relativistic astrophysics are relevant to other fields.

Many of the astrophysical sources of high-energy radiation and particles are believed to involve the presence of
relativistic motions, and/or strong gravitational and electromagnetic fields. Relativistic conditions held at the very
birth of the Universe, and even today during the most violent events associated to the death of stars. Extra-galactic
jets in AGN, or micro-quasar jets have typical Lorentz factors of the orser of 10. Gamma Ray Bursts are associ-
ated to relativistic explosions with Lorentz factors of the order of a thousand. Pulsar winds inflating plerion-like
supernova remnants have Lorentz factors as high as 105, On the other hand the central engines powering such
outflows are thought to be Black-Holes fed by accretion disks, and/or Neutron Stars, where strong gravity and
General relativistic effects play a major role on the dynamics of the flow.

Relativistic conditions can also be reproduced in our labs, for brief moments, during heavy ions collisions, and
the covariant tecniques developed to handle flow in curved spacetimes, can be applied to any manifold indepen-
dently of the origin of its curvature.

1.1 Relativistic Recap 1: vectors, tensors, and metric

A 4-dimensional manifold M is a topological space (a set of points, along with a set of neighbourhoods for each
point that satisfied Hausdorff axioms) where each point has a neighbourhood that is homeomorphic to the Euclidean
space of dimension 4 (there is a one-to-one bejective, continous map and with continuous inverse between the two).

A coordinate map ®, for a 4-dimensional manifold M is an invertible map between a subset of the manifold
(or even the entire manyfold) and a subset of the Euclidean space R*. This map associates to each point P of M,
a point in R* defined by its Cartesian Coordinates = = (z°, x!, 22, 23). These are the coodinates of the point P,
with resepect to the given map, which then defines a coordinate system. A different coordinate map, ®’, defines

different coordinate system x’. A coodinate transformation is defined as:

F:R'R' =3 (P) = a=F(x) and x=F'(z) (1.1)
which in coordinates read: 2" = F*' (x) and 2 = (F~ 1) ().
If I is differentiable, then we talk of a differentiable manifold and one can define the transformation matrices:

AF = % and A", Oz"

_ : WA _ sp
"= oan W= g with A A or, (1.2)

A curve or path is a continuous function from an interval I = [a, bJof R into the manyfold M (C : I — M).
Depending on the context, it is either Cor its image C(I) which is called a curve. The coordinates of the curve are
defines as a function from I to R* according to (1) = ®~1(C(7)) with 7 € I. 7 is the parameter of the curve
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2 RELATIVISTIC HYDRODYNAMICS

or its curvilinear abscissa. Obviously one can change the curvilinear abscissa, using any continuous invertible
function f : R — R. Let 7 = f(\), thenz(\) = ®~(C(f()))). Different coordinates maps will provide different
coordinate rapresentation of the same curve.

The tangent vector to a curve C at a point PP, with respect to the coordinate system defined by x = ®~1(C(7)), is
just given by:

_da?

Ve =—lp (1.3)

where V# are referred as the contravariant components of a vector in a specific coordinate system. Different
choices of curvilinear abscissae will lead to different tangent vectors. On the other hand the same tangent vector
will have different components in different coordinate system (one should be carefull not to confuse a vector with
its components). The contravariant component of a vector transform as:

VH =AM VR and  VE =AMV (1.4)

Let us consider a function h : R* — R. We can then define the value of A at any point P along a curve C as h(P).
The derivative of this function along the curve z* (1) is:
dh _ dh dat L dh
dr — dxr dr  da#

=VrU, (1.5)

where U,, defines covariant components in the given coordinate system of the gradient of the function h at the
point P. Now for a change of coordinate systems:

dh  dh Ox*
= A" U, (1.6)

U = —_— e ——
" dz#  dzr OxH w

which implies that V#U,, = VE'U . » independent of the coordinate system.

The set of all tangent vectors at a point P of a manifold M, is known as the local tangent space 7 »(M).
The set of all tangent spaces, the space of smooth vector fields on M, or is known as its tangent bundle 7 (M).
It is then possible to define vectors in a geometrical way. Let e, be a basis for the tangent space, than any vector
can be written as:

V =Vte, (1.7)

where V'* are the vector components in the given basis. To the tangent space and tangen bundle one can associate
a dual space of 1-forms 7 (M) (the space of all linear applications 7 (M) — R). This is also a vectro space
such that any of its element can be written as:

U=U,e" (1.8)

of all the possible basis for the dual tangent space, the most relevant is the dual basis w* such that w* (e, ) = J~.
One can then show that:

U(V) =VFU,w"(e,) = VIU, (1.9)

One imediately recognizes in the relation between the components of vectors and the associated 1-forms, the
relation between the contravariant and covariant components of four-vectors. The concept of vectors and 1-forms
can be extended to that of tensor. A tensor T of type (g) is an element belonging to T (M), times @ T (M) g times

with components Tgf;;” in the basis (€q)p times ® (eﬁ)qtimes, given as:

T=T5"""€w ®...0€q, el ®.. ®el. (1.10)
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A spacetime is a smooth manifold M of dimension 4, endowed with a bilinear symmetric form g called Loren-
zian metric that in any point P of M, to any two vectors u and v belonging to the local tangent space T » (M),
associates a real number:

V(u,v) € Tp(M) x T p(M), g(u,v):=u-veR. (1.11)

The metric g allows one to associate to any vector of T (M) its corresponding 1-form in the dual space.

Vvue T(M) g(u,-) =g(-,u) € T"(M) withcomponents ug = gogu®. (1.12)
For the basis vectors one has g(e,,, ) = g, €”, where e" is a basis for the dual space. Then one has:

g(u, ) =g(ute,, ) =utgle,, ) =u'gune’ =ue” = u, =ulg. (1.13)

and one finds that the the metric allows one to relate the covariant and contravariant component of a vector (or a
vector and its related 1-form) to each other.

1.2 Relativistic Recap 2: derivatives and divergence of vectors and ten-
sors

An affine connection V is defined as a geometric object on a smooth manifold which connects nearby tangent
spaces, and so permits tangent vector fields to be differentiated as if they were functions on the manifold with
values in a fixed vector space. In general given an infinitesima displacement dx* the contravarient component of a
vector will change by an amount:

av? =9, V¥ (dz") — T, V=(dz*) (1.14)

UK

where the first term describes how the components along the vector basis at the original point change with the dis-
placement, the second term is related to that change of the basis itself with the displacement, and d,, is the standard
partial derivative along the coordinate axes defined by the vector basis

It can be shown that there is a unique torsion-free affine connection that preserves the metric.
Vu(g(v,w)) = g(Vuv,w) + g(v, Vuw), (1.15)

where V,, indicates a derivative along the direction of the vector u. This connection is known as covariant
derivative and satisfies Vug”A = 0. In this case the Christoffel symbol is given by:

AK
F/);u = 97 (augf@u + 3u9m - 359W) . (1.16)

The action of the covariant derivative on a tensor of type (g) is:

ap...op Q..o A Q... QLA
VuTgh o = 0Tt + Y Tha Tol xr = Y DTt 5™, (1.17)
p -

K2

In particluar the covariant derivative of a vector in terms of covariant and contravariant components is:

V.V =0,V —Th VS V.V, =0,V —T5V, (1.18)

pv

This definition allows one to write the 4-divergence of vectors and tensors. Calling —g the determinant of the
metric (¢ = —det[g,,]), the 4-divergence of a 4-vector V* is found to be:

V.V =g 129,42V 1), (1.19)



4 RELATIVISTIC HYDRODYNAMICS

the 4-divergence of a symmetric tensor of rank 2, T#¥, is:

V. T = g7V29,(gY*TH) £ TH TH, (1.20)
_ , . THA
VAT = g PO PT) — T T = g7 209" PTY) — = Duga (1.21)

while the 4-divergence of an anti-symmetric tensor of rank 2, A*”, is:

V, AR = g7129, (g1/2 Am). (1.22)

1.3 Non-relativistic Fluids Recap

In non relativistic fluid dymanics, the basic equations describing the behaviour of a simple fluid, treated as a
continuous medium, are the mass conservation, the momentum conservation, and the energy conservation laws:

Op+V-(pv) =0; O(pv) +V-(prv+7)=0; 0(pv?/2+e)+ V- (pv*v/2+ h)=0; (1.23)

where p is the fluid density, v the velocity, T the stress tensor, e the internal energy density, h the thermal energy
flow, and with V we indicate the standard 3-dimensional space divergence operator. These equations are written in
conservative form (the time variation of a quantity is equal to the divergence of a “flux”).

For an ideal fluid 7 = plI, and h = pv, where p is the fluid pressure and I is the 3-dimensional identity ten-
sor. These equations however are not sufficient to constrain the behaviour of a fluid. This can be easily seen if
one consider discontinuous solutions as shocks. If one looks for a time independent result (9;(-) = 0), then the
divergence of the fields across a shock can be integrated, and the result is the conservation of the flow upstream (;,)
and downstream (4 ) of the shock:

[pvla = [pv]w;  [pv® +pla = [pv® +plw;  [p0*/2 4 pv]a = [pv*/2 + pv]ws (1.24)

where we assumed and ideal fluid, and took the flow velocity to be perpendicular to the shock. In a shock a
supersonic incoming flow is slowed down to a subsonic condition, converting kinetic energy into thermal energy.
However if you look at the equations you will realize that the substitution v — —wv leads to another solution,
corresponding to a subsonic flow that turns supersonic. This is not possible because it implies a spontaneous
conversion of thermal energy into kinetic energy that would violate the second principle of thermodynamics. In
order to get the correct behaviour of a fluid one needs also to impose a condition on the entropy s or, better to say,
on its possible variations: As > 0

1.4 Covariant Formulation for Relativistic Fluids

Consider a general space-time with metric tensor g, and signature (—,+,+,+), and let V,, be the geometric
covariant derivative associated to it (V g, = 0).

In relativistic fluid dynamics it is possible to cast the equations in covariant form using tensors for the various
quantities, namely: the energy-momentum tensor TH; the 4-vector number current N* representing the net con-
served charge current; and the entropy 4-current S*. In nuclear physics for example, the conserved charge is
usually taken to be the net baryon number. In the one-fluid (single species) approximation, it can be taken to be the
particles number, or the mass (if all the particles have the same mass). In general there will be as many conserved
currents as there are conserved charges.

The equations of relativistic fluid-dynamics are the baryon number (or equivalently mass) conservation, the energy-
momentum conservation, and the second principle of thermodynamics:

V,.N* =0, (1.25)
vV, T" =0, (1.26)
V,.5" > 0. (1.27)
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These are just 6 equations for 18 independent unknown quantities (given that the energy-momentum tensor is as-
sumed to be symmetric).

It is always possible to perform a tensor decomposition of N#, T#¥, and S* with respect to any arbitrary time-like

4-vector U*, normalized as U, U* = —1. Such decomposition gives a parallel time-like part, and an orthogonal
space-like part (with projecton operator A#” := U*U" + g""). Then one can write:
NH = NU*+VH (1.28)
™" = EURU” + QMU + QVU* + WHY (1.29)
St =SU* + H* (1.30)

Since U* is time-like, it can be thought of as the 4-velocity of an observer. The various quantities of the tensor
decomposition have a special meaning for this observer:

= N = —U,N" is the net baryon (mass) density;
» VF = ALNY is the net flow of baryons (mass);
= £ =U,U,T" is the energy density;

» Q' = U, AT is the energy flow;

= JWH" is the stress-tensor;

= S = —U,S" is the entropy density;

= H#* = ALSY is the net entropy flux.

Among the various arbitrary choices for U*, of particular relevance is the one that gives V# = 0, corresponding to
an observer that sees no net flow of particles (mass) in its reference frame. This is known as comoving observer,
and its frame as comoving reference frame. To distinguish it from other observers we will use lower case letters to
specify the various quantities as seen in its frame (e.g. the comoving observer 4-velocity will be u#). N, E and
S are then the comoving particle (n), energy (e) and entropy (s) density respectively. The quantity vV, repre-
sents instead the proper derivative that describes how quantities change along the flow (as seen by the comoving
observer), to be identified with the Lagrangian derivative of classical mechanics.

For example the particle number (mass) conservation reads:

VNt =V, (NU*)=V, (nu*)=0 = u'V,n=-nV,u", (1.31)

stating that the change of the comoving density is related to the 4-divergence of the flow field.
The energy conservation law (itself a 4-tensor) can also be projected along U# and perpendicular to it. Let us
consider the parallel component in the comoving reference frame:

UV, T =u,V,(eu'u” +¢"u" +¢"u” +wh”) = =V (eu!) +u,utV " =V ¢! +u, V™ =0, (1.32)

where, as before, we have used lower-case letters, the projection relation u,,¢"* = 0, and the relation u, V u” = 0
valid for any 4-vector of fixed norm. The above equation Eq. (1.32) can be further simplified:

utV e+ eV ut + ¢"ut'Vou, + Vgt + w Vi, =0, (1.33)

recalling the one also has u, w"” = 0, again due to projection.

It is convenient to write the entropy equation in terms of the specific entropy § = s/n:

V.S =V, (SU* + H*) = V,(nu#5+h*) >0 =  nuV,5+ V,h* >0, (1.34)

This equation states that the specific entropy of a fluid element as it moves, can grow due to an entropy flux (for
example an heat flux from the surrounding), but it can grow even in the absence of net entropy flux, and in this case
one speaks of internal dissipative processes.
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1.4.1 Thermodynamic Relations

Before proceeding further, let us recall here a few thermodynamics relations that will be of use to derive an equa-
tion for the quantities ¢* and w*”, that relates them to the dissipative nature of the flow.

The first law of thermodynamics, relating the change in total internal energy £ to the change in volume V), and
entropy S for a system having an isotropic pressure p is:

d€ = TdS — pdV, (1.35)

where T’ is the temperature. This can be rewritten in terms of specific quantities recalling that the specific volume
(the volume taken by one particle) is 1/n.

dé =Tds + pdn/n® = Tds=dé — pdn/n® (1.36)

1.4.2 Entropy and the Energy-Momentum Tensor of Ideal Fluids

For a relativistic system the specific internal energy is related to the total energy density, the particle number density
and the particle rest mass (m, its invariant mass) by the relation e = n(m+¢€) = é = e¢/n —m. Then Eq. (1.36),
using Eq. (1.31) and Eq. (2.19), reads:

TW'Y 5 = uhV 6 — pu'Vyn _u'Vye (et p)utVun  uVye N (e+p)V, ut (137)
n? n n? n n

nTuV,§ =u'Vye+ (e +p)Vu! = —¢"u'Vyu, — Viug! — w'Vyu, + pVub. (1.38)

It is always possible to do the furter decomposition w*” = 7 + IIA*¥, where II is given by the trace and
represents the isotropic part, while 7#" is the trace-free part. Then Eq. (1.34) gives:

TV, 5" + TV, 0 = =g ulV u, — 7V, — (1= p)V,ut — TV, % — ¢l TV, (1.39)
TV,8" = —q" [V, + T] = 7V, — (= )Vt =TV, |4 — B 2 0. (140)

Ideal fluids are those that satisfy V,,S#* = 0 for any value of the temperature 7" and for any velocity field v*. From
the above equation it is evident that this is possible only if ¢* = 0, 7** = 0, Il = p and V ,h* = 0 (one can then
set h** = 0 given that it enters the equations only via its divergence).

Then the energy-momentum tensor for an ideal fluid, with isotropic pressure is:

THY — eu”u” —|—pA/“’ — (e +p)uuuu —|—pg“’” =p <1 +e+ p) uuuv +pguu — phu“u” +pg/LV7 (]'4])
14

where e = e/p — 1 is the specific internal energy per unit mass, and h = 1 + € + p/p is the specific enthalpy.

Note that this is the only possible form for the energy-momentum tensor of an ideal fluid. In an ideal fluid there is
no other flow than the fluid flow itself u* (there is no heat flow). In a space-time with metric g”* containing matter
with 4-velocity u* the only independent symmetric tensors that it is possible to define are g#” itself and u*u", so
any symmetric tensor, including the energy-momentum tensor, must be of the form au”u” + bg"”, wth a and b
arbitrary scalar functions of the position 2. Analogoulsy, being there only one 4-vector, u*, one has N* || u*.

1.4.3 Equation of State

For ideal fluids mass conservation and energy-momentum conservation provide a set of 5 equations for 6 un-
knowns: density p, internal energy density € = pe, pressure p and four velocity u* (one of the component is
already constrained by the relation u#u,, = —1). A further equation is needed to close the system. This is provided
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by the so called equation of state (EoS), linking the pressure, density and internal energy: p = p(p, €).

Thermodynamics guarantees that at equilibrium this can de derived from the functional form of the entropy
s = s(p,p). Of particular interest are the so called polytropic gases where s = In (p/p"), with T known as
polytropic index. In these gases e = p/(T' — 1).

1.5 3 +1 Formalism

It is well known that in General Relativity (GR), the laws of physics take a fully covariant form (think for example
to Einstein equations G** = 87G /c* TH): there is no formal distinction between space and time coordinates, that
are mixed on the same footage. The equations that we have derived in the previous section, governing the dynamics
of relativistic fluids, and defining their conserved 4-currents and energy-momentum tensor, are also written in fully
covariant form. However, it is costumary to think processes in nature as varying in time and space, separately.
The time/space separation of pre-relativistic physics is pervasive of the way we tend to study and interpret nature.
Moreover the time-space separation is necessary to connect the results found in GR to the Newtonian limit of our
experiments, and to give a proper physical meaning to the various relativistic quantities.

1.5.1 3 + 1 Splitting for the Metric

In the 3+1 formalism, the 4D space-time is foliated into non-intersecting space-like hyper-surfaces 32; , defined as
iso-surfaces of a scalar time function ¢. The future-pointing, time-like unit vector normal to the slices >; is defined
as:

n, = aV,t suchthat n,nt = -1 (1.42)

where « is called lapse fuction. n* is a 4-velocity, and its associated observer is called Eulerian observer (the
observer attached to the hyper-surface). We have shown in the previous section how to decompose any tensor
into parallel and orthogonal components with respect to any 4-vector. Introducing the projection operator 1 #*¥:=
n#n? + g*¥, we will call temporal the componets parallel to n* and spatial those orthogonal (laying on ;). The
metric itself can be decomposed, and its orthogonal part is:

Guv — (g/\nn)\nn)n,u,nll = Guv + NNy = Yuv :J‘HV (143)

which can be thought of as the metric induced on the 3D space-like hyper-surface by the projection of the 4D metric.

At this point, it is convenient to introduce a coordinate system z* = (t, %) adapted to the foliation ;. The
line element can then be written as:

ds® = —a’dt* + v;;(dz" + B'dt)(d2? + pdt), (1.44)

where the spatial vector 3* (8#n, = 0) is known as shift vector.

Notice that the spatial metric 7;; can now be used for the raising and lowering of indexes for purely spatial vectors
and tensors. In this coordinate system the unit vector components are:

n, = (—a,0;), "= (1/a, - a). (1.45)

Recalling that n#V,n, = 0, its covariant derivative can also by split into spatial and temporal components accord-
ing to:

Vun, = —-K,, —nua, with a, =n%Vau, =17 Vylna (1.46)

where K, is known as extrinsic curvature, and tells how the normal vector changes along the hyper-surface. One
can use the projection operator to projet the covariant derivative of any tensor, and in particular it can be shown
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that given a tensor field T on the hypersurface X; (for us a purely spatial tensor), its covariant derivative in the
hypersurface (the spacial covariant derivative is the connection V such that Vy;; = 0) can be espressed in terms
of the covarint derivative with respect to the 4-metric g,,,.:

P q
SE et | B | A i (47
i=1 j=1

Called 7 the determinant of the 3-metric 7;;, such that g = a7, one has:

Vo' = 57Y29;(71/%0Y) (1.48)
Ay 1n (7) = 2aK + 2V, (1.49)

where K = % K;; is the trace of K;;, and the last equation comes from the time projection of Einstein equations.

1.5.2 3 + 1 Splitting for the Fluid

At this point it is possible to decompose all quantities appearing in the GRMHD equations of Sect. 1.4 into their
spatial and temporal components:

U* = yn# + ~yo# (1.50)
N* = Dnt 4+ F* (1.51)
T = Un*n” + M*n" +n* MY + WH (1.52)

where all the new vectors and tensors are now spatial and correspond to the familiar 3D quantities as measured by
the Eulerian observer. In particular, v* is the usual fluid velocity vector of Lorentz factor v = —U¥n,, = aU":

Ui,  piu; U,
+ =
72 Yo 72
UrU, + o*U'UY 14 (aU")?  —14+7
72 72 72
= v = (1—vl) Y2 (1.53)

V' =U"y+Ba = v =

Ut ,
+ ?[,81UZ o OL2Ut + OZQUt}

D is the mass density (or number density), £'# the mass flux (number flux), U the energy density, M# the energy
flux that, for an ideal fluid, can be identified with the momentum, and W#* the 3D stress tensor, all measured by
the Eulerian observer. Recalling Eq. (1.41), one can easily show that:

D = qp, F'=ayp' —ypp (1.54)
U = phy?—p (1.55)
MY = phy*ot (1.56)
W9 = phy*vivl + py¥ (1.57)

1.5.2.1 Mass conservation Recalling the rule for covariant derivation Eq. (1.19) one finally can write the fluid
equation in a curved spacetime separating time and space derivatives. The mass (number) conservation, is just a
scalar equation:

VN = g 20,(g" % put)
= a 5712 [&(?”Qm) + O[3 *yp(av’ — B)]
= 072 py) + O[3 *yplav’ — B1)] =00 (1.58)
In vector form it reads:
0(7'/?D) | =
T—FV [D(OZ’U_,B)] =0 (]59)
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1.5.2.2 Energy conservation The energy-momentum conservation is a 4-vector equation and it can be decom-
posed into a parallal (time) and orthogonal (space) component. Given Eq. (1.46), and the orthogonality relation
n" K, = 0, the parallel component is:

n, Vv, TH n'V, Tt =n"V,[Un*n, + M*n, + n*M, + W}
n’ |V, WF — KM, +n*V,M, +n,V,M" — M*K,, — KUn, + UV, Ina + n#n,V,U]

= 'V, W40V, M, -V, M" + KU — n*V,U. (1.60)

Recalling that n, W#*¥ = 0 and n, M" = 0, and using Eq.s (1.46)-(1.47) we have:

n'V W} =-WwEv,n" = -Wv,n, = K,, Wt (1.61)
n'n'V, M, = -M,n"V,n" = -M"n"V,n, = -M"a, = ~M"V,Ina (1.62)
V,M" =V,M" + M"V,Ina. (1.63)

Then substituting in Eq. (1.60) we finally get:

"V, U +V,M" — K,,W" — KU +2M"V,Ina =0 (1.64)
(8 — B'0,)U + [V, M" — K,,,W" — KU| +2M"V,a =0
(0r — B'0:)[phy” — p + a[Vi(phy*v") — Kij(phy*v'v? + py'T) — K (phy® — p)] + 2phy*07 Vo = 0

Vi
(0 — ﬂiai)[pfw? —p]+ a[@i(ph'yzvi)] = a[phyg(K + Kijvivj)] — Qphvzvi@ia, (1.65)

where the first term on the left hand side is a generalized time derivative of the energy density, the second term on
the left is a spacial divergence of an energy-flux, while the first term on the right hand side is a curvature effect and
the last one is the work done by gravity.

An equivalent form can be derived in a slightly different way:

n, VT = g Y%9,(g**T"n,) — TM'V,n, =0 (1.66)
—g~ Y20, (¢"?[Un* — M¥]) — T*™V n, =0, (1.67)

which becomes:
032 phy? = pl) + G5 ph?[ow’ = 8] + BT} = 7'/ (alpha®v'e? + pyVKi; + phy*! V). (1.68)

This, usign the metric relation Eq. (1.49) can be shown to be equivalent to Eq. (1.65). In vector form it reads:

U2y )
8’5(?17/21])+v-[aM—Uﬁ]=aK:W—M-Va (1.69)
P

1.5.2.3 Momentum Conservation The orthogonal component of the energy mometum conservation law is:

VoV TH

=Yk Vu[Untn” + M n” + nt M” + WH]

= YWwelV.WH — KMY 4+ 0tV MY +n"V ,M" — M"K — KUn" + UV’ Ina+ ntn"V U]
= YWV, WH* — KM, +v,,n*V, M" — M*K,,. + Uy ¥ In

= WV WE - KM, +~n"V, M, — M"K,,. +U~.V, Ina. (1.70)
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Recalling Eq.s (1.43)-(1.46)-(1.47), that n, W, = 0 and n,M° = 0, one has:

VW = WgeVu W] =3l — ' ne] VW = VeV W] + WIn#V un,]
= V, Wi+ WEV, Ina (1.71)
VY M, = APV M, — o'V, (ant M,,)] = yinH [V M, — YV, M,] — oYY MV, (ant)

= [6Y +n'ng)[nH [V, M, — V,M,] — a *M"V,(an,)]
= MV, M, —V,.M,]+ [n"n)n"V, M, + M, V,n"] +
—a  [M*V (an,) + MPn"n,.V,(an,)]
= nM0, M, — 0.M,] — n,[M"n*V n, — M,n"V,n"] +
[M*K,,, + M¥*n.n°V,(n,) — M¥n.mn"V,(n,)]
= nt0,M, + M, 00" + MM K, = a *an"0, M, + M,0.(an*) + M"aK,,]. (1.72)
Then substituting in Eq. (1.70) one finally gets:

09, M, + M, 0" +V,WF + WV, Ina — KM, + UV, Ina =0 (1.73)
(8; — B0 [phv?v;] + phy?v;0; 8' + o[ Vi(phy*v'v;) + V;p — K phy*vj] +
+phyYV o + phyw'v;Via = 0
(0 — B'Di)[phv?v;] + Vi(aphy?viv; + p’yj—) = aK phy?v; — phy*v,0;8° — [phy?|V,a, (1.74)
where the first term on the left hand side is a generalized time derivative of the momentum, the second term on the

left is a spacial divergence of a stress tensor, while the first term on the right hand side is a curvature effect, the
second a frame dragging and the last one is the force by gravity.

As was done for the energy equation, also the momentum equations can be derived in a sligthly different form
making use of Eq. (1.21):

VTl = g7 20,(g"*TV) — T 9;9,,/2 = 0. (1.75)

Using the relation n*n, = —1 = n*d,n, + n,d,n* = 0, and the condition vy, n"” = 0, one has:
1 1
g7 20u(g"PT!) = T 039 = lUn"n” + M*n” + M n* + W*]0; (Y — )

1.
g71/25u(gl/2T]”) = §[Wzk3j%k — M5, 0;n" — M*~,,0;n" — Un*vy,,0;n"
+M"0n,, + MY 0jn, + Un"0jn, + Unt0;jn,]
1 )
g~ 20ulg"PT]) = S W™ 0] — Myt + Un 9,y

[00(g2TD) + 0i(g"?T))] 1

_ 2 M,,0;(an')
gl/2 9

gil/Qﬁu(gl/QT;‘) = [(W*0yik] — +Un”0jn,.(1.76)

Hence:
1
Oé’?l/Q

< ~ i ~ i Lo M;0; 5"
[0:(312M;) = 0,(3V2 5" M;) + 0,31 PaW))] = S [WH0jyi] + — 2= —Udjlna. (177
Now recalling how the covariant derivatives of symmetic tensor is written in components (as Eq. 1.20, valid also
for the 3-metric):

o(FV2My) < , - a o .
W - Vi(ﬁl)Mj - B'0;M; + VL(OZWJ) + §Wlk6j’yik = E[Wlkaj’}/ik] + M,;0;8" — U0«
9, (A2 M, - ) ) - . - )

W - Vi(B'M;) + FijZMk + V,'(on;) = M;V;5' + FﬁkBkM,; —Udjlna

(32 M)

Y + VilaW! — 8'M;] = M;V; 3 — Ud; Ina. (1.78)
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In vector form it reads:

0 (/2 M)

517 + V- [aW — M@= (VB)- M — UV« (1.79)

1.6 Euler Equation

It is possible to cast the equations of motion for an ideal fluid in a compact form that relates the acceleration (the
four-acceleration) to the pressure gradient.

Recalling that u*V,u,, = 0, the energy equation provides the followig relation:

u,V, {(p + % > utuY +pg‘“’} = wu’V,(put) + putuV u, + I [*V#(puﬂl_)‘ j};u“uyvﬂuy] +
+ut'V ,.p,

= —u'Vup-TpV,ut =0 (1.80)

= I'Vu(pu) = (T - 1)u"V,p, (1.81)

which can be used in the momentum equation to get:

(Ui + Gui)V  TH

r
I 1
Vi [(;H— I1_1p>u u,{—i—pén}

T T
I o o
= <p+r 1 >u Vit +Viep +u.Vy, <pu +F 1pu ) =0

I
(p + I‘—lp) i + Vip +uu'V,up =0, (1.82)

where we have defined the 4-acceleration as: a, = u"V u,. Eq. 1.82 is known as relativistic Euler equation.
Eq. 1.80, using mass conservation in the form V,u* = —u*V ,(p)/p leads to:

u'V o (p)/p = Tu'V,u(p)/p = wV u[In(p/p")] = 0 (1.83)

which immediately provide the definition of the entropy for a prefect ideal fluid s = f(p/p") or alternatively that
p = f(s)p", with f a generic monotonic function.

1.7 Relativistic Vorticity

In non-relativistic fluid dynamics the vorticity is a purely kinematic definition related to the curl of the velocity
field. For relativistic fluids the relativistic vorticity is defined in a slightly different way:

Qu = Vo (huy) — V. (hu,) (1.84)

which includes the fliud entalpy h. First let us recall that for ideal fluids u*V ;s = 0, and that in general p = p(p, s),
then u*V ,p = (dp/dp)u*V ,.p = f(s)I'p" ~2urV ,p = I'pV,p/p. Then we have:

r 1 T dp 1 1
utV,h = 1u Vulp/p) = 1 {1 }u Vu(p) =—-u"V,p (1.85)
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If we contact the vorticity with the four velocity we get:

u'Qu = u'Vy(hu,) —u"V,(hu,)
= hu"Vyu, +u,u’Voh+V,h (1.86)

recalling the definition of four-acceleration and Euler equation Eq. 1.82, we find:

pu’Q,, = pha, +uu’Vop+ pV,h
= pV,h—=V.p (1.87)

recalling that the First Law of Thermodynamics can be written as: dp = pdh — pT'ds we get:

wQpy =TV s (1.88)

this is an equivalent form of the equations of motion for an idela fluid. The antisymmetry of €2,,, ensures entropy
conservation along the flow. In a barotropic case Vs = 0 this imply that vorticity vanishes: €2, = 0.

1.8 Lagrangian Formalism

It is possible to obtain the equations of relativistic fluid dynamics, for an ideal fluid, as well as its energy-momentum
tensor, from a Lagrangian approach, by evaluating variation of a matter action. This allows one to unify into one
governing equation both the dynamics of the fluid and that of the gravitational field (plus any other fileds one might
want to add). The Lagrangian, of course, is not unique.

1.8.1 Brief Intro to Lagrangian Formalism

Let us consider a system characterized by a series of fields W that in general can be scalars, vectors or tensors, then
one can define the action as:

S:/ L(,V, ¥, g,,)dv (1.89)
D

where L is the Lagrangian of the system, and in general is a function of the fields W, of their first covariant deriva-
tives V, W and of the metric g,,,. One then obtains the equations for the fields by requiring that the action is
stationary (minimal), S = 0, for variations of the fields themselves, in the interior of a compact four-dimensional
region D (the variations must vanish at the boundary).

Given a variation of the metric due to a diffeomorphism of a manyfold onto itself dg*¥, the requirement that
the action is diffeomorphism invariant gives an equation in conservative form. The variation of the metric by a
diffeomorphism can be written using the Lie derivative of a rank two tensor together with the mertic compatibility
of the covariant derivative: dg"” = Lxg"” = VF XY + VY X#. Then

oL oL

oL
= L nv = 2 v r___— = ® = 1.
55 /D g Lxg" v /Dx Vgl =0 = VgD =0 (1.90)

where we have eliminated the integral of divergences because they can be turn into a boundary integral of a
vanishing flux. If one identifies L/0¢"" with the energy momentum tensor T},,, then conservation of energy and
momentum can be seen as a consequence of diffeomorphism invariance. For more on the Lagrangian formalism,
diffeomorphism invariance, and the relation between various way to define the energy momentum tensor, see Chap.
2 and App. C,E of Wald “General Relativity”.

1.8.2 Matter Action for a Perfect Fluid

In a perfect fluid the only independent matter fields are the density p and the four velocity u*, subject to the
normalization u*u,, = —1, and the specific entropy s, for a total of 5 independent fields. Instead of using these
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(together with the normalization constrain), we will use the four independent components of the matter current
density J* = put, and the specific entropy s. The density in this case is then a derived quantity p? = —.J,,J*.

Before proceeding further we need to recall that the variations of these fields are not fully arbitrary, but they
must satisfy a few constraints. Two of them are well known: mass conservation must hold and entropy must be
conserved along the streamlines. These imply that V,J# = 0 must be enforced also on the perturbed solution
(V00" = 0), together with J#V ;s = 0 (0J#V s = J'V 65 = 0). There is however another requirement that
is less obvious: the perturbation must hold fixed the edge points of the streamlines, or, stated in another fashion,
along each streamline there are 3 invariants corresponding to the Lagrangian coordinates of the edge point, that do
not change on the perturbed solution (they are transported along a field-line and satisfy a similar equation to the
specific entropy).

There are various way to enforce these constraints: one can either choose a perturbation in a way such that the
constraints are automatically satisfied, or one can insert them into the action using Lagrangian multipliers. To
clarify this point let us consider the non-relativistic action of a free particles S = [ v - vdt, expressed in term of its
velocity. If one tries to minimize this action by varying v one gets the absurd result v = 0. This because dv is not
arbitrary, but must be of the form dv = da/dt (i.e. the time derivative of a displacement) where it is the displace-
ment  that vanishes at the boundary. Then minimizing the action leads, after integrating by part, dv/dt = 0, which
is the correct solution (a free particles does not accelerate). This same result can be obtained leaving the perturba-
tion on v unconstrained but using Lagrangian multipliers. In this case the actionis S = [[v-v—a-(v—dxz/dt)]dt.
Minimizing with respect to Jv gives v = a/2; minimizing with respect to da gives v = dx/dt; minimizing with
respect to dx gives, after integrating by parts, da/dt = 0. These together mean: v = dx/dt = a/2 constant in
time.

In the following the constraints on the mass and entropy conservation will be enforced using Lagrangian multiplier,
on the other way the constraints on the conservation of the Lagrangian coordinates, will be enforced adopting for
the perturbation of the matter current density the following form based on the Lie derivative: 0.J = LxJ. In prin-
ciple the conservation of Lagrangian coordinates is ensured by perturbing with the Lie derivative the four-velocity
u#* and not the matter current density J*, then the entropy conservation is also automatically ensured (the specific
entropy s can be seen as a different Lagrangian invariant). Given that §.J* has four degrees of freedom, instead
of just three like du* (du,u” = 0), then in order to ensure the conservation of Lagrangian coordinates using
0J = LxJ, one needs to impose entropy conservation as an additional constraints. Then this corresponds to a
displacement of the field line done using a vector field X . The constraints on the Lagrangian coordinates are then
automatically satisfied assuming that the displacing field X vanishes at the boundary.

At this point let us recall some thermodynamic relations that will be of use in the following discussion. The
First Law of Thermodynamics, states that the internal energy U obeys:

dU =TdS — pdV (1.91)

where 7' is the temperature, .S the entropy, p the pressure and V' the volume. Using quantities per unit mass
V=1/p,s=5/pand e = U = U/p, one has:

dU = Tds + (p/p*)dp (1.92)
Now the total energy density (including rest mass) can be written as e = p(1 + €) whence it follows:

Z;dp + 66ds> = [e + pldp + p*Tds (1.93)

pde = pdlp(1 + )] = pdp(1 + €) + p° ( s

We can, at this point, introduce the specific enthalpy h = (e + p)/p.

The action then turns out to be:

Sealguws I, 5,6, B] = / V=gle(—=J"J,, 8) + J'V & + BIFV ,s]d*a (1.94)
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where e(p, s) is the energy density and the fields £ and 3 act as Lagrangian multipliers to enforce the conservation
of rest-mass and entropy. In fact minimizing the variation with respect to 8 one has:

6Sm = /\/—gJB[J“VMS}d% =0 = | u'Vus=0 (1.95)

while minimizing the variation with respect to £ one has:

§Sm = / V=gV (66T") — 66V, M d 'z =0 = V,Jh =0 (1.96)

where the volume integral of the divergence can be eliminated because it can be turned into the integral of the flux
over the volume boundary, which vanishes given that on the boundary 6¢ = 0.

The variation with respect to s instead provides an equation for 3:

0SSy, = /\/—gds {gz — J“VHB} dr=0 = JIV B =0e/0s =Tp (1.97)

where at constant density de/0s = T', with T' the thermal temperature. As before the volume integral of the diver-
gence V,,(5J*Js) vanishes, and we have used the previous result V,, J* = 0.

We are now ready to show how the variation with respect to J# leads to the equation of motion. We recall
that p> = —JHJ, = 2pdp = —2J,6J* (at fixed metric). Moreover we will take §.J# = (LxJ)*, and turn the
variation with respect to J# into a variation with respect to X*.

0m = /\/*9 {;SEJH + Vil + BV s | (Lx ) d 'z =0 (1.98)

where now OJe/0p is taken at constant specific entropy. Setting Y,, = —0e/(p0p)J, + V& + BV s, VI = JH
and using the contraction relation (with V,V# =V, J# = 0) Eq. D.4, one gets:
5Sm = / V=g [V [ X Y J® — J'Y, X — XP IOV, Y, — V,Y,] — Y, J°V, X" d*z

= / V=g [~ X"V Ya = VoV ] + (Yo IV, XH] d*z = 0 (1.99)

where the term written as the integral of a divergence vanishes because on the boundary X# = 0. We are going to
show that the above relation implies two field equations. The arbitrary field X* can always be written as an arbitrary
sum of a divergence-free and curl-free field: X,, = aVVH,, +bV 1 (with H#*” an arbitrary antisymmetric tensor
field). X* will vanish at the boundary if H#¥ and v are uniform and constant there. The variation of the action
must vanish for arbitrary X*, so it must vanish whatever the values of the constant ¢ and b. If b = 0 then:

55, = / V=g [=X"J VY, = V.Y, ] + (Yo J)V,.XH d*x
= /«/—g [—JY V.Y, = V.Y, ]| Xtd*r =0 = JV,Y,—V,Y,]=0 (1.100)

which then implies that, if b # 0, also:
Y, JHF =0 (1.101)

this last equation leads to the following relation:

10
JMY, = —= g I TV, E =0 = JPV,E =

—(e+p)=—h (1.102)
5o (e+p) P

ei
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Eq. 1.100, recalling the definition of Y},, becomes:

g |V, <_166JV YV, E A+ ,BV,,s) _v, (_18(3JH LVt ﬂVuSﬂ —0 (1.103)
] pOp p Op
[ 1 0e 1 0e
v — — - = 1.1 4
J _Vu ( papJV +BVU5> S ( p@pJM +BVMS):| 0 (1.104)
[ 1 0e 1 0e
v i — = = Jv — 1.1
J _Vu (p@pjy> V. (p@pju>} JY[VysV, 8 —V,sV, 0] (1.105)
.l 1 0e 1 Oe B 5 _
J _Vu <p8p<]y) — Vy <papj'u>:| = *(J Vl,ﬂ)vﬂs = —pTVus (1106)
u” [V, (hu,) =V, (hu,)] = —(u’V,B)V,s = =TV s (1.107)

where we have used the fact that for any scalar field £ or s one has [V,V,, — V, V,]¢ = 0. The equation:

u’ [V, (huy,) =V, (hu,)] =TV s (1.108)

is just Eq. 1.88, a different way to write Euler’s equation for a perfect fluid. In a barotropic case Vs = 0 this is
equivalent to the vorticity 2-form equation u*(2,,,, = 0.

It is well known that varying the action with respect to the metric gives the energy-momentum tensor of the system.
Now the the density will be affected by the variation of the metric, given that it is just a norm, in fact the general
variation of p, recalling Eq. B.2 is:

—2p0p = 6(J,J") = 6(JH T  guw) = 2J, 08 + JH TV 69, = 20,004 — J,J, 09" (1.109)
then keeping the field J* fixed and varying the metric 0p = J,J,0¢9""/2p = pu,u,dg"” /2. Moreover we
recall that if any scalar field like £ and s are fixed then so are its covariant derivatives V& = 0,§, given that
the partial derivative is metric independent, and as a consequence also their contraction with the matter current

§(J*V ,€) = 0. At this point, recalling also Eq. B.8, we can write the variation of the action with respect to the
metric dg"":

5w = [{6/=0) elo) + 9,80 + V=3 | 50| '

= / {—\/2_79“” [e(p) = hpl + V=g {+gz‘];p‘]”] } g dta

1
T2 / V=9{9"" [e(p) — ph] — phu,u, } g™ d"x

1
5/\/79{(6 + p)uy iy + pgp } 6" da (1.110)

which immediately identifies the energy-momentum tensor

Ty = (€ + p)uyty + pguw (1.111)

There are many alternative approaches in the literature to the way the action is written, and the field equations are
derived. Brown (1993, Class.Quant.Grav. 10 1579) uses fully unconstrained perturbations and enforces all the
constraints (including those on the Lagrangian coordinates) using Lagrangian multipliers. At the other extreem
Hawking and Ellis (“The large scale structure of space-time” Sec 3.3 Pag 64, 1973) adopt variations that enforce
all the constraints by contruction, and use an action without any Lagrangian multipliers.
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1.9 Simple Equilibria in a gravitational field

We want to investigate in this section what are the equations that define the structure of a fluid in equilibrium in a
given time independent graviational field, which we describe providing the corresponding metric tensor. We will
use Euler equation in the form given by Eq. 1.82, applied to two cases of interest.

1.9.1 Plane-parallel atmosphere
Let us take a plane parallel configuration with a line element given by:
ds* = —a(2)?dt? + [da* + dy® + d2?] (1.112)

corresponding to a graviational field with an acceleration directed along z. This does not necessarely correspond
to a simple plane parallel case, but it is possible to show that in any time independent spherically symmetric
spacetime, the line element can always be written in this form with z — r. Now for a flow at rest v* = 0 = u* =
a~1[1,0,0,0], and u,, = a[—1,0,0, 0], such that one has:

ay, = uM Oy — Tottg) = —ut [0 —T9,.0] = —%o‘ + 5‘;& = +V.lna (1.113)
u'V ,p = L9y, (1.114)
Hence:
r r
(p+F1p) a, = (p+F1p> V.lna=-V,_p. (1.115)

This same result can be obtained from Eq. (1.78), recalling that for a fluid at rest W = p~y, implying V- (W) =
pVa + aVp, and taking the j = z component:
20.a+ 0.p = —(phy* — p)0jIna
0.p + phd, Ina = 0. (1.116)

For the special case of an ideal iso-entropic gas, recalling the definition of the specific enthalpy h = 14+T'p/p(T'—1),
which implies Vp = pVh, one finds that Eq. (1.115) can be written in intergal form:

I V.h I
<P+F_1p>az+vzp= ; +V.lna= ozhzoz(l—kr_li):const:B ,  (L.117)

where the constant B, is known as Bernoulli integral.

1.9.2 Axisymmetric potential

In most astrophysical situations where the strong field regime applies, the space-time metric is due to the presence
of a rapidly rotating compact object. This is the case of rotating Black Holes (BHs) and/or Neutron Stars (NSs). In
these systems the flow itself rotates. Think of accretion disks around BHs or of the rotating NS matter in its own
gravitational field. It can be shown that the solution of Einstein equations for a time independent matter/energy
distribution endowed with angular momentum, gives a metric whose line element can be written as:

ds* = —a(r, 2)2dt® + o (r, 2)*[dr® + d2?] + R*(r, 2)[d¢p — wdt]? (1.118)

where we have adopted cylindrical coordinates [r, z, ¢], appropriate for axisymmetric geometry, 1 is a conformal
factor for the 2-metric in the meridional plane, R is a generalized cylindrical radius, and w = — 3% represents the



TOV EQUATIONS 17

frame dragging. In this space-time we are looking for axisymmetric equilibria (9; = 4 = 0).

For a rotaiting fluid the only non vanishing component of the velocity is the azimuthal one, and we can write:
vp = @)y = RO (1.119)
ut = 111,0,0,Q] Uy = g[—aQ—wR2(Q—w),O,O,R2(Q—w)] (1.120)
where v = (1 — v¢v¢)_1/ 2 is the Lorentz factor, and €} is the rotation rate (in general dependent on position).
Then, in Eq. (1.82), the term v*V ;,p = 0.

It can be shown with some lengthy algebra, including the computation of various Christoffel symbols, that:

ag = u’[L%u + T9us) + ul[T9 u, + TG ug] =0 (1.121)
ao = u°[5,up + Toug] + u?09,uo + Ff¢u¢] =0 (1.122)
ar = u°[T0uy + L% ug) + u¢[F;TuO + Ff¢u¢] = uuyV,Q — V, Inu® (1.123)
a, = u°[[9u, + T8 uy) + u¢[nguo + Ff¢u¢] = u’uypV,Q — V,Inu®, (1.124)

such that Eq. (1.82) reduces to:

r
<p+F_1 ) [wWueVQ+Vina—Viny +Vp=0 (1.125)

As was done for the derivation of Eq. (1.117), recalling again the definition of the specific enthalpy, and assuming
an iso-entropyc fluid, also Eq. (1.125) can be written in a more compact form as:

(2 — w)R2H?

o?

ah

VQ+Vin () =0. (1.126)
gt

One can arrive to this same form of the equilibrium condition starting from Eq. (1.78), adopting now the definition
of flow velocity given above in Eq.s (1.119)-(1.120). One has M, = M, = 0, My = ph720¢, and W =
phy?vv + pv. Taking the j = r, z components, the momentum equation reads:

2 b ‘R?
ﬁaj‘ (aRyY*p) = phTV[vd’v‘ﬁajRQ] + g[?aﬂw + % phy?vedjw — (phy? — p)djIna (1.127)

w&k R2
0;p + phy20; In o — 2229, (R2u%0?) = pha? [Ru?d;0% + 220w (1.128)
0;p+ phd;Ina — %ﬁajw%) = phf% 9j(av? + w) (1.129)
O+ ph [0 - 9y + TEEE=g,0) — ¢ (1.130)

In order for Eq. (1.126) to allow an integral form, one must assume that the coefficient multiplying V{2 is also just
a function of 2. Note that the coefficient has the dimension of a specific angular momentum. One of the simplest
choice is to assume it to be equal to A(Qyef — Q) with ¢ a reference (constant) angular velocity, and A a constant.
Then one has:

VIn <ah) — g(ﬂref — 9)2 =const = B (1.131)
~y

The relation 72 R%(Q — w) = Aa(Quer — Q) defines the generalized von Zeipel cylinders: the surfaces of constant
. Indeed in the limit of flat metric « — 1, R — r, and w — 0 one has @ = Q(r).

1.10 TOV equations

The generalization of the Lane-Emden equation to the general relativistic regime requires the solution of Einstein
Equations:

1
RM — Sg" R =G = 871G v (1.132)
C
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where G* is the Einstein tensor given in terms of the Ricci tensor R*", the Ricci scalar R, and the metric tensor
g"¥, while TH" is the Energy-Momentum tensor describing the matter/energy distribution. For convenience, in
the following we will use units with ¢ = 1.To describe a non-rotating, spherically symmetric NS one searches for
solutions that are stationary (0; = 0) and isotropic (quantities depend only of the radius 7).

1.10.1 Stationary isotropic metric

We begin by showing what is the general form for a stationary and spherically symmetric space-time metric. These
conditions imply that the line element cannot depend explicitly on time, but only on dt, while the spatial part must
depend only on the rotational invariants r?2 =x-x,dx-x,and dx - dx:

ds* = A(r)dt* + 2B(r)dtdx - x + C(r)(dx - x)? 4+ D(r)dx - dx (1.133)

Adopting the general spherical coordinates e, eg, €4, with x = [r,0,0], and dx = [dr,rd0, r sin 6d¢], the line
element can be written as:

ds®> = A(r)dt? + 2B(r)dt(rdr) + C(r)(rdr)? + D(r)(dr® 4+ r2d6* + r? sin® 8dp?) (1.134)

The dtdr term can be eliminated by doing the following transformation dt — dt —r B(r)/A(r)dr, which is simply
a redefinition of the time coordinate t — ¢ + K (r) wirth dK (r)/dr = —rB(r)/A(r).

ds* = A(r)dt* — E(r)dr® + D(r)r?(d6? + sin® 8d¢?) (1.135)

with E(r) = —r?[D(r) — B(r)? /A(r)]. The two-metric associated with df and d¢ can always be orthonormalized
with the transformation r — —7D(r)~'/? leading finally to:

ds* = A(r)dt? — E(r)dr® — r(df? + sin® 0d¢?) (1.136)

1.10.2 TOV equilibrium

It is convenient to put gog = A(r) = €2*(") and g,,, = —E(r) = —e**("). Then, recalling the definition of the
Riemann tensor in terms of the affine connection, R, = I}, , — '}, , — qurg gt Pgﬂrlja, and the Ricci

scalalar R = g"¥ R,,,,, one can write down Einstein field equations. The only non vanishing connections are:

Iy, =02 N, Tr =X, Tj=-re? T4, =—rsin’fe > (1.137)
I, =v, T =T =1/r, IJ,=cosf/sinh, T, =—sinbcosd. (1.138)
(1.139)
where ’ indicates derivatives with respect to r. The Riemann tensor and Ricci scalar read:
Ry = (—vV" + NV ) —1? — 2V//T)€2(V_/\)7 Ry =V =NV +0?%—2)r (1.140)
Rog = (1+7V/ —rN)e ™ — 1, Ryy =sin? (1 +rv// —r\ e —1] (1.141)
5 2 N v N
R=|-2"+2/'N -7 - S 44 —4—|eP 4+ = (1.142)
r2 r r r2

On the other hand the stress energy tensor for an isotropic fluid is: T*" = (e + p)ufu” + pg"” where € is the
energy density, p the pressure, u* the four velocity, which in the case of a stationary configuration reduces to

u” = [1/«/9“,0,070]'
Then, Einstein field equations are written:
Gl = (1/r* = 2N /r)e™ — 1/r? = 8nGT} = —8nGe(r), (1.143)
Gl = (1/r? + 2V [r)e”®* —1/r* = 8xGT" = 8nGp(r), (1.144)
Gy = Gi =W+ V=NV Ve = N r)e ? —1/r? = 8nGTY = 8nGp(r). (1.145)
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Choosing units with G = 1 one can solve Egs. 1.143-1.144 to find:
2rN = —(1—8nr2e)e® +1, 2r/ = (1 + 8mr?p)e* — 1 (1.146)
Taking the derivative of the second one :
2rv/ +2r2" = [2rN (1 + 8ar?p) + (1 + 167r°p + 87r°p/)] €2 (1.147)
= 2% =1+ (167r%p + 87rp/)e? — (1 — 8mrPe)(1 + Smrip)e? (1.148)
Moreover Eq.1.143 can be rewritten as:

di[r(l —e M =8 = P =1-
,

2M(r)

with M(r) = 47 / er?dr (1.149)

Outside the star the quantity M is a constant, that in the weak field limit coincides with the Newtonian gravitational
mass of the star.

Substituting the value of v/, v/ and X in Eq. 1.145 one finds:

4712 ((3p — e + 2rp') + (e +p + 87rp(p + e))e”] = 167r2p (1.150)
23 _ 1 2, 2)
N p/:_(6+p)[e ' + 87mr2pe®?] (1.151)
r

and finally usign Eq. 1.149:

dp _ [p(r) +e(r)][M(r) + dmrip(r)]
dr r(r—2M(r))

(1.152)

This is the so called TOV equation. Together with Eq. 1.149 and a polytropic equation of state ¢(p) can be
solved to derive the stellar structure in the General Relativistic regime. The above equation closely resembles the
Newtonian self gravitating hydrostatic equilibrium: the local density is substituted by a generalized energy density
[p(r) + €(r)], the gravitational mass by a generalized mass [M (r) + 47r3p(r)], and the 1/7? term by a curvature
corrected function r(r — 2M (7).

1.11 Relativistic sound speed & gravitational stability

Let us here investigate how a fluid at rest, in equilibrium, behaves in the presence of small perturbations. Given
that we will take a local approach, in the so called small wavelengths limit, we will include the effect of gravity,
assuming that the local line element can be written in the form:

ds* = —a(z)?dt? + [da? + dy® + d2?] (1.153)

where o ~ 1, and d,a/ac = —g, corresponds to a gravitational acceleration in the z—direction. Note that the
spatial part of the metric tensor is flat. A metric of this kind is known as conformally flat. As already discussed in
Sect.(1.9.1), it can be shown that any time-inependent, spherically symmetric space-time (for example the space-
time of a non rotating Black Hole or Neutron Star), is conformally flat, and it is always possible to write the line
element in the form shown above (with z — 7).

Let us consider a fluid, at rest, where the various quantities are perturbed with respect to an equilibrium con-
figuration (gy,, the background state) with perturbations of the form:

q = qo(x,y,2) + €(5q)e”' k== ker (1.154)

with € < 1, and where we have set k, = 0, because the z—axis can be arbitrarily chosen such that the wave-vector
k sits in the x — z plane. We will also assume an ideal gas EoS, where pressure and internal energy density are
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related as p = (I — 1)e, and the entropy is s = In (p/p"). The various equations can be separated into a 0—th
order and 1—st order part with respect to €. The O—th order part is assumed to hold and provides just the structure
of the background (g1,). The mass conservation, and entropy conservation (which can be used instead of the energy
conservation) read respectively:

Viulput) = [Vu(pu")p] + €[pp Vout + 0pV ul +upV,0p + 0u!'Vpu] = 0 (1.155)
= [ppVou! + ulV ,,0p + 0ut'V pp] = 0 (1.156)
utV,(s) = [upVu(sp)] +elupV,os + 0utV s, =0 (1.157)
= [upV,0s + 0ut'V,sp) = 0 (1.158)

where for a fluid arest u* = a~1[1,0,0,0], u, = a[—1,0,0, 0], such that V,,(u*);, = 0. The first order mometum
equations Eq. (1.82), with [ = z, vy, 2, read:

r r
(5p+F_15p) a; + (pb+ F—lpb) da; + 0,0p =0 (1.159)
where we recall that only a, = d,a/a = —g, # 0, and for a fluid at rest in the metric of Eq. (1.153), one has:
d(wu!V up) = dug(updipy) = 0. Then:
r r
<6p+r_15p> a, + <pb+ I‘—lpb> da, + 9.6p =0 (1.160)
r
(pb+F—1pb> 0ay + 0,6p =0 (1.161)
r
Pb + ﬁpb da, =0 (1.162)
Now utu, = —1 = duyuf, =0 = du® = du, = 0, and:
dai = up[0,0u + T7,0uq] + Sul[T] une| = ugdidu; + upl'7,duq + 5ujI‘fjubo = up 0oy
_ wou (1.163)
!

given that all the Christoffel symbols can be shown to be zero. Eq. (1.163) together with Eq. (1.162) implies
ou, = 0.

The final set of equations is:

upwdp + ou”[—ikypy, + Oupp] + 0u[—ik,pp + O.pb + pr0. Ina] =0 (1.164)
) )
wlw [p - rp} 1 5uTDysy 4+ 0ud, s, = 0 (1.165)
Pv Pb
Tr w .
Pb + Py | —O0uy — ik dp =0 (1.166)
-1 «
T w a,I’ .
az0p + (pb + T 1pb> aéuZO + [F —1 zkz] op = 0. (1.167)

Now this set of equations can be cast in a matrix form, for the vector of unknown perturbations éq = [dp, du®, du?, ip].
The dispersion relation can be obtained imposing that the deteminant of the matrix vanishes (otherwise only the
trivial solution g = 0 is allowed). In the small wavelength approximation k,, k, — oo, one can neglect gradients
of background quantities: k > Vg,/qp in the various coefficients that appear in the matrix. Then, using again the
specific enthalpy Ay, and recalling that uf = 1/c, the set can be written as:

w —ikypp —ikpp + a 0 op
Tw “ z

Lo g, 0-s1 o out | (1.168)
0 N 0 — ik ou

a 0 pohn 2 ik, + 25 )\ op
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One can then compute the determinant. Retaining only coefficients to the highest order in k, one finds that the
dispersion relation reads:

T'py, a’T'py, o?
4 2 2 2y, 2
w* +a"——(ky + k)w” + kya [k A Vs — =0, 1.169)
pbhb( ) | v} pohy, Thy (
which can be simplified as:
2 21‘\
W+ 2k2w? + [k A al[k A vs]ci% =0 with 2=2 hp (1.170)
p

In the case of no gravity a = 1, a = 0, and no stratification, Vs = 0, this reduces to the standard dispersion
relation for sound waves. The speed of sound is found to be:

(1.171)

Note that in the classical limit, p < p, this gives the standard sound speed for ideal fluids. More interesting,
even in the limit of a relativistically hot gas p > p, the sound speed saturates to /I' — 1. Given that a gas of
relativistic Fermions has I' = 4/3, this implies that the sound speed of ultrarelativistic non-interacting particles is
1/4/3 ~ 0.577c. Even very modestly relativistic outflows with v ~ 1.5 are already supersonic. On the other hand
fluids with I' = 2 in the asymptotic limit have a sound speed that approaches the speed of light.

Let see what happens in a gravitational field. First note that the sound speed is reduced by a factor «, corre-
sponding to a gravitational redshift. Then the condition for stability (w? < 0) is:

kAa]kAVs] = (a,V,8)k2 + (a;Vis)k? — [ax V.8 + a,Vis|kik, >0 (1.172)

This is a relation of the kind Az? + Bxy + Cy? > 0, that is satisfield for all z,y only if A + C > 0 and
B? — 4AC < 0. These two conditions translate into:

aAVs=0 a-Vs=-g-Vs>0 (1.173)

The entropy gradient must be parallel to the direction of the 4-acceleration, and must point in the opposite direction
with respect to the graviational acceleration g, . This is the general relativistic version of the Schwarzschild criterion
for stability.

1.12 Shocks

A shock is an abrupt discontinuity in the flow field. It occurs in flows when the local flow speed exceeds the
local sound speed. As a consequence any disturbance which propagates at the speed of sound cannot adjusts the
remaining flow field accordingly, and this results in an abrupt change of properties.

Due to the discontinuous nature of the fluid quantities at the shock, the equations of fluid dynamics that we have
developed in the previous sections, and that are written in terms of derivatives, cannot be used (derivatives are
not defined at shocks). It is possible however to generalized those equations, in a conservative integral form, that
applies also to discontinuous flows.

Eq.s (1.59)-(1.69)-(1.79) are all of the form:

%+V~7+S:O. (1.174)
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One can integrate them over a small volume across the shock front. For simplicity we will assume that the shock
normal points along the x—axis (given that a shock is a local discontinuity, it is always possible to do a Lorentz
transformation to a local frame moving with the shock), with the origin located at the shock position, and that the
flow crosses the shock from the region x < 0, called upstream region, to the region x > 0, called downstream
region. Then the integrated equation reads:

c ou

de—{—/ (V- F)dz + Sdx =0 (1.175)

—€ —€

In the limit € — O the first and last term also go to zero, because the fluid variables and the metric terms, even if
discontinuous are still bound. The second term (formally an integral of a Dirac’s delta function) does not vanish
and, using Stoke’s Theorem, can be written as an integral over the boudary:

/ (V- Flde=Fq—Fu=0 (1.176)
where we have indicated with subscripts u and d the values upstream (x = —e¢) and downstream (z = ¢) of the
shock respectively. For simplicity we will just consider the case of a local flat spacetime (o = 1, 7;; = 5;, B =0),
recalling that is it always possible in general relativity to do a trasformation to a local Minkowsky frame, with the
y—axis aligned with the transverse component of the flow velocity. From Eq.s (1.59)-(1.69)-(1.79) one gets the
following Relativistic Rankine-Hugoniot shock jump conditions:

[pyv7 ] = [pyv®la = Jp (1.177)
[phy?v®v¥], = [phy*v®vY]q (1.178)
[phy?v%0® + ply = [phy?v™v® + pla (1.179)
[phy*v®]y = [phy?v®]q (1.180)

where we have introduced the invariant mass flux j,. One can then recast the Rankine-Hugoniot condition in the
following form:

o= =i (7~ ) (1181
[yhvY]q = [yhoV], (1.182)

Pa — Pu = —Jp ([Myv"]a — [Ayv®]u) (1.183)
[AYla = [h7]u (1.184)

Eq. (1.183) can be solved for vy as a function of the post shock pressure, using condition Eq. (1.184), as:

(pd _ pu) [h

p

08 = | hy Y v® — w7t (1.185)

while for the transverse velocity one has v = v¥. By making use of the relations:

22 [pa = pal = (Wvd)*hy — Yravivihaha (1.186)
P lpa = pul = —(3av)*hd + Wravivihuha (1.187)
hivd —hava =0 (1.188)
one finds:
he  h . .
(2420 s = ] = o 202~ (e = 13 - 12 (1.189)
u

Recalling that for an Ideal gas the following relation holds:

Fp d

N VP (-0
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one can then solve Eq. (1.189) for the post shock enthalpy hq, as a function of the post shock pressure:

h2 (1+ (I' = 1)[pu pd]> T =1[pu *Pd]h hulpu — pa R2—o (1.191)

4+
I'pq T'pq Pu

which is known as Taub’s adiabat.

Now let us consider a cold (p, — 0, hy, — 1) ultrarelativistic (y, > 1, v¥ = v, = 1 — 1/22) flow cross-
ing a stationary shock, with purely normal speed (v = 0). The downstream pressure will be normalized to the
upstream momentum, as suggested by Eq. (1.179): pq = c,pu7y2. Then the physical solution of the Taub’s adiabat
is:

1
ha =35 (1 B \/(1 +T)2 +4rpd> — /oDy for 4y — 00 (1.192)
Pu

On the other hand the solution for the downstream post shock velocity, in the same regime, will be

_ put Ao — 45 (Pa + pu)
271%(27121 - 1)pu

which implies that 0 < ¢, < 1. Then, recalling Eq. (1.190) the mass conservation law gives the following
condition:

Va —1—-¢, for vy — 00 (1.193)

r c, —1)y/c,I’
Pd N G D VA puta for vy — oo (1.194)

uYulu = Vd =
Pl = P E T D (ha — 1) VT2 (T —1)\/ep2 —¢p)

Then, recallig that Eq. (1.193) constrains the value of ¢, to be less than one, the post shock pressure is given by
imposing the first equality in the above equation:

(Cp_l)m ——1 = ¢=2-T (1.195)
r-1) Cp(2 - Cp)

Then the ultrareativistic shock jump conditions are:

2-T)T

o7 P (1.196)

pa=2-T)py2, wva=T-1, pg=

Note that pq > pq and, recalling Eq. (1.171), one finds vg = I' — 1 < v/I' =1 = ¢, confirming that the post
shock flow is always subsonic.

1.13 Rarefaction waves

A shock is a non linear wave, that connects a state at lower pressure and density to a state at a higher pressure
and density. Despite the equations for the jump being invariant for the transformation v* — —wv®, as in the non
relativistic case, the second principle of thermodynamics ensures that only transitions to higher pressures are phys-
ically acceptable.

Transition to lower pressure and density states happen via what are known as rarefaction waves. Rarefaction
waves are self similar solutions of the equations of relativistic fluid dynamics where the various fluid quantities
do not change in time and space independently but as a function of a self similar variable. For simplicity, as in
the case of shocks, we will assume that the wave propagates along the x-axis, and that all fluid variables depend
only in the time ¢ and the coordinate x through the self-similar variable ( = x/t (i.e. p = p(z £ (t) etc...). We
wil also assume that the transverse components of the velocity v¥ and v* vanish. Then 0; = —(J,/t ans 0, = O, /t.
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Entropy conservation becomes:

uWVyus=0 = 0Os+0v°0,s=Ww"—-()0;s=0 = 0s=0 (1.197)

The 1 dimensional mass conservation becomes:

1
*%‘%(W) + 50 (ypv®) =0

Ot (vp) + Oz (ypv™)

= —C0(vp) + Oc(ypv™) =0

= (V" =)0 (vp) +ypOcv” =0

= (V" = )0cp + (V" = ()pOc(v) /v + pOcv” =

= (% = Q)dcp + ply(v® = )v® + 1]0cv® = 0 (1.198)

where we have used the relation dry/dv = ~?v.

In the same way thel-dimensional momentum conservation equation becomes:

O (Y phv™) + 0 (72 phv™v") + Op — YRV [0 (vp) + Ou(ypv™)] = P[0 (YAV®) 4 v O (vh")] 4 Dpp = 0
= (0" = Qrpdc(yhv") = Ocp =0
= (V" = O)yphdc (v0") +[(v" = (o™ +1]dcp =0
= (0" = O)yphdc(v0") +7*(1 = (v™)dcp = 0
= (v7 — )2 phdcv® +(1 — Cv*)dep =0 (1.199)

V\./

where in the third passage we have used the relation pdh = dp and in the last passage d(yv)/dv = v3

Given Eq. 1.197, as long as the entropy does not change, dp/dp = T'p/p = c¢2h and we can do the substitu-
tion O¢cp = c2hd¢p. Then Eq.s 1.198-1.199 can be cast in the compact matrix form:

(v* — ) PP = Qo+ 11\ (Ocp ) _ (1.200)
(1= ¢v®)cth (v" = ()v*ph Ocv*

which admits non trivial solutions only if the determinant is zero, leading to:

2
9 v? — (¢ v? £ ¢
K <1—Cv$> ¢ 1+ v%c ( )

if the rarefaction wave propagated in a medium at rest v* = 0 its leading front will have {( = ¢; = = = ¢, i.e.
will propagate at the speed of sound in the unperturbed medium at rest. The tail front of the wave instead will be
given by ¢ = (¢s — v)/(1 — ¢sv) where v and cg are the speed and sound speed of the fluid in the wave, i.e. the
condition ¢ = (¢5 — v)/(1 — csv) defines the tail of the wave.

1.13.1 The Rienmann Problem

11 fluid-dynamics by Rienmann problem or by Rienmann solution we mean the evolution of a 1-dimensional system
formed by a left and a right initial uniform state, separated by a contat discontinuity, with different values of the
various fluid quantities (Fig. 1.1). The result is the formation of an intermediate region with intermediate left
and right state separated by a contact discontinuity. Across this contact discontinuity in the intermediate region,
pressure and velocity must be the same.

Then right unperturbed state will be connected to the right intermediate region by either a shock or a rarefaction
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Figure 1.1  Scheme for the Rienmann problem

wave, depending if the pressure in the intermediate right region is higher or lower than in the unperturbed state.
The same applies to the left intermediate region, connected to the left unperturbed one (Fig. 1.1).

In practice to solve the Rienmann problem one needs to find what kind of waves (either shocks or rarefactions)
must connect the intermediate states to the unperturben ones, on the left and right side, such that across the contact
discontinuity pressure and velocity are the same.

1.14 Spherical Inflow - Outflows

We will investigate in this section the behaviour of relativistic inflows and outflows, both in the simple case of
supersonic winds, and in the more complex case of thermally driven flows in a gravitational potential.

Let us consider the case of a radial outflow v/ = v® = 0, in a space-time with diagonal metric 3° = 0. Re-

calling that in the case of a diagonal metric X = 0, the steady state (J; = 0) Eq.s (1.59)-(1.69) give:

e[ 2 pyu"] = 0 = a3 % pyu” = M = const (1.202)
Or [0 2 phy?v"] + 32 [phy*u ] 0ra = 0 = o?3'2 phy?v" = E = const (1.203)

where the first one defines the invariant mass flux, while the second one the invariant energy flux. One finds
immediately that:

E
avh = — = const = B = Ymax 1.204
=T Y ( )

where the B is the generalized Bernoulli invariant, and in the case of outflows is equal to vymax, defined as the
maximum achiavable Lorentz factor that can be reached at » — oo when o — 1 and h — 1. The last equation
needed to close the system is the entropy conservation: p/pt = K, = const.



26 RELATIVISTIC HYDRODYNAMICS

1.14.1 Relativistic Winds

As it was shown, the sound speed, even for hot plasmas, is just a fraction of the speed of light, such that relativistic
winds can be safely assumed to be supersonic.

Let us consider the simple case of a spherical wind v” > 0 in a flat spacetime a@ = 1, ¥ = r?sinf, where
v? = v? = 0 = 0 = const, and one can safely take sin # = 1. We will also assume an EoS with I' = 4/3, ap-
propriate for a relativistically hot plasma. Then the steady-state equations, in the limit of highly relativistic motion
v" — 1 are:

p'yr2 = const
[p + 4p]y*r? = const (1.205)

p3/ 412 = const

Before giving the complete solution let us first study these equations in two relevant limits: the energy dominated
regime p > p, and the matter dominated regime p < p. As long as the pressure is much larger than the density, one
can neglect the mass conservation in the dynamics, and set p + 4p — 4p. Then the second and third of Eq. (1.205)

imply:

727"2 e p_l x 74/37“8/3 = YxXT, pxX r_3, P X r4 (1.206)

As the flow expands, it accelerates linearly and this phase is usually referred as free acceleration. Meanwhile
the ration p/p oc ! decreses, such that eventually the energy dominated regime will terminate and the matter
dominated regime will set in. Once the pressure becomes much smaller than the density one can neglect its
contribution in the second of Eq. (1.205): p + 4p — p. This, togheter with mass conservation, implies:

yr?xp i = y=const, poxr? pox r8/3 (1.207)

Now the Lorentz factor saturates to a constant, and the phase in known as coasting phase. This phase holds to any
radius given that p/p keeps decreasing.

We are going now to present the full solution. We will label with subscript i the value of the various fluid quantities
at injection. We will normalize the radius and Lorentz factor as » = (rj, and v = g,7:. Moreover we will also
normalize the maximum Lorentz factor defined as in Eq. (1.204) as Yiax = gmax?i- Then one has:

i max ~ 1
(1 + 4p> % = Ymax = D= PigT, (1.208)
and:
o' =yipir? = p=rpi(g,¢*)7! (1.209)
_ _ —4/3
PP =0 = p=pilo/o) =i (9,607 (1.210)
—~1/3
(L+4p/p) Y = Ymax = gy [1+4pi (9,¢3) 7Y /pi} = Gmax (1.211)
This last one, together with Eq. (1.208), can be solved for gy,ax as:

. (9:6%) ~ 1
g [1 + (gmax - 1)(9 C2> 1/3} = Jmax = Jmax = 9y 7 oni72 (1212)

7 K K (g’yc2)1/3 — Gy

The solutions of the problem are provided by the isolevels of the function gmax (¢, g) defined in Eq. (1.212). These
are shown in Fig. (1.2), where the free expansion and coasting phases are evident, together with the trasition regime
between the two which takes place at typical radii ™~ gpyaxTi.
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Figure 1.2  Solution of the relativistic wind problem in the form of isolevels of the function gmax given in Eq. (1.212). Note
the linear gmax = ¢ = v  r, as small radii.

1.14.2 Bondi Flow

We will now discuss the complete solution for an inflow-outflow problem in a stationary space-time endowed with
spherical symmetry. This solution is known as Bondi flow. In particular we will consider the Schwarshild metric in
the so called radial spherical coordinates, appropriate to descibe the metric outside a slowly rotating compact ob-
ject: g, = diag[a?, a2, 1%, r?sin? (9)], where the lapse function is & = /(1 — 1/r), and the radius have been
normalized to the Schwarshild radius 2G M /c?. For simplicity, given that we are interested in spherical outflows we
can take 6 = const = /2, and we also introduce the ortho-normalized velocity v = VGt =y =1 /V1— 02,
and 4'/2v" = r2v. B has a different physical interpretation if one looks at the problem either from the point of
view of inflows or outflows. In an inflow problem, where conditions are usually known only at large distances, B
represents the ratio p/p at r — oo, related to the sound speed and/or the temperature of the acccreating medium
(usually assumed cold at large distances). In an outflow problem, where conditions are usually known only at the
surface of the compact object or in its close vicinity, BB represents the combination of the gravity at the injection
radius 74, given by «(r;), and the ratio p(r;)/p(r;), related to the local sound speed. In this case B generalizes the
ratio of sound speed over escape velocity at injection.

Combining Eq. (1.204) with mass conservation, and assuming an isoentropic flow p = K,p", one finds:

'K, -._ 'K, _ r _ _
ﬁM’Y 1 = ﬁ(@?ﬂzl)’)/p)r L= ﬁg(OZTQ’)/U)F L= (h — 1)(0[T2’YU)F L (1213)
B
( - 1) (ar?yv)'=t = K = const (1.214)
Yo

where K is an integral of motion. The isolevels of /C(r, v) are the solutions of the problem. Instead of r and v one
can use a parametrization in terms of « and . In Fig. (1.3) we show the isolevels of C for a given value of 5.
One recovers a structure similar to the inflow-outflow solution of non-relativistic fluid dynamics. There is a saddle
point, and the solution can be divided into four domains: two are unphysical because the flow return on itself (at
the same radius they admit two values for the velocity), one containing solutions that connects » = 1, v = 0 with
r = 1,v = 1, and the other solutions that connects r = oo,v = 0 with r = co,v = /1 — 1/~2.,; other two
regions instead represent physically admissible solutions that connect » = 1 to r = co.

The saddle point is given by the simultaneous conditions:
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Figure 1.3  Solution of the relativistic Bondi flow problem in the form of isolevels of the function /C given in Eq. (1.214) for
B = 1.3. The dashed line is the sonic curve given by Eq. (1.216). The red curves represent the transonic solutions.

oK oK oK oK
™= % T da” (1219
The first condition gives:
209 _ 3T 2 /2 _1\0-1 2 _
(Bll-@-D]-a¥C-))er* V=D _ 1A=
ay?(y? = 1) (I -1)
But from Eq. (1.214) we know that o = B/h-~, then:
1+42T=-2) 1 5 h , T-1)h-1) Tp ,
_ = — = N T = 1.217
2r-1 —n = Y Twm-ntre-m ¢ h po= 6 (1210

Eq. (1.216) defines the so called sonic curve, the locus of point where the flow speed is equal to the sound speed.
The saddle point is then a sonic point. The space of physical solutions below the sonic curve, represents the so
called subsonic breezes.

The second conditions of Eq. (1.215) instead gives:

ay(1+3a?)(' ~ 1) +[2(1 +a?) ~ (1 +3a%)|B (0‘\/727—1> - 0

2(? — 1)y
I —2+a%(30 —2)

= = 1.218
7T AT —1)(1 +3a2) (1218)

which defines the so called gravitational throat curve. Eq. (1.216) together with Eq. (1.218) gives:
AT —1)? - B475(T — 2)? — 4*(28 — 20T" + 3T'?)) +~2(16 — 6I') — 3] =0 (1.219)

This is a third order equation for 72 that can be solved using standard tecniques (recalling that the only admissible
solution must satisfy 1 < v < B). The solutions defines ;5 and ay,s, the speed and location of the saddle point.
From this, one can recover the value Ky, that selects the solutions going through this point. Such value is nothing
else than the invariant mass flow of the transonic solution. There are the only two transonic solutions, that connect
r = 1 with r = oo, and they represent the physical solutions describing either the inflow from a medium that is at
rest at r = o0, or the outflow from a compact object with an injection speed that is subsonic. They are the general
relativistic extension of the classical Bondi flow and Parker wind. Once Ky, is known Eq. (1.214) fully determines
the transonic solution as a function of r and v.
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Figure 1.4  Solution of the relativistic Bondi flow problem in the form of isolevels of the function /C given in Eq. (1.214) for
B = 1.3. The dashed lines are the Taub shock adiabats defined by Eq. (1.220). The red curves represent the transonic solutions.
The purple curve represents a transonic shocked wind.

Obvioulsy once a solution becomes supersonic, either inside the saddle point for inflow, or outside for out-

flow, it can produce a shock. The accreation into a Black Hole does not require a shock, but in the presence of an
hard surface, like in the case of a Neutron Star, the flow must shock (it must match a zero speed at the surface, and
the solution must jump on curve where v — 0 as  — 7;. Similarly a transonic outflow must also shock, because
the ambient medium is at rest and the solution must jump on a curve where v — 0 as r — oo. The entropy is not
conserved at a shock, but the mass flux and adiabatic index are. Moreover, Eq. (1.184) guarantees that at a shock
also the Bernoulli invariant is conserved. So we expect the solution to jump to a curve with a different value of /C,
but belonging to the space of solutions with the same B . The post shock value of K, can be determined requiring
that the new solution conserves at the jump mass flux and momentum flux. The conservation laws, being local, are
given by Eq.s (1.177)-(1.179). So, in the » — v space of Fig. (1.4) we can define the Taub adiabats, as the curves
connecting points that can be matched by a shock according to:

hy?v? 1 [B r-1/n8B
PRV P = — [71}2 + — ( — 1)} = const (1.220)
Ypv v | T Yo

In Fig. (1.4) we show these curves and how they define the shock transition in an inflow-outflow problem.

1.15 Relativistic Explosions

When a large amount of energy is released suddenly in a small volume, the result is an explosion, i.e. a shock wave
that propagates through the surrounding medium. When the ratio of the released energy over the swept up mass
is smaller than c? the dynamics is subrelativistic and the evolution of the shock wave is described by the standard
Sedov solution. It is possible to show that there is only one combination of the explosion energy E, the ambient
medium density p,, and time ¢ that has the dimension of a length. This combination gives the evolution of the
shock radius in time: Ry =~ (E/p,)*/®t?/.

If the ratio of the injected energy over the swept up mass is much larger than c?, or at least as long as it is,
the dynamics is relativistic. A shock propagates in the ambient medium at a large Lorentz factor v > 1. In
Section 1.12, we investigated what happens to a relativiswtic flow as it crosses a stationary shock. In this case we
have a relativistic shock moving through a stationary medium. In the reference frame of the shock, the ambient
medium moves inward with a Lorentz factor ~,, the post shock comoving density is pq = 2v/2sp,, the post shock
comoving pressure is pq = 2v2p,/3, while the post shock speed is & = —1/3, and we have assumed an adiabatic
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coefficient I' = 4/3 appropriate for a hot relativistic gas. Transforming back to the laboratory frame, the comoving
post shock pressure and density remain the same (by definition), while the post shock speed trasforms according
to:

w18 /N2 (1.221)

Vg = ———— = . .
d 1—o, /3 Yd = Vs

The density measured in the lab frame will be py & paya ~ poy2. Now conservation of mass implies that the
swept up mass should be:

R, R.
47r/ ypridr = 47T/ poridr = A2p,R26r ~ p,R® = Or~~ 2R, (1.222)
0 0

indicating that most of the material will be confined in very thin shell §» downstream of the shock itself.

1.15.1 Thin Shell Approximation

Given that most of the material is confined in a thin shell, it is possible to develope a simple model, neglecting
the internal shell structure. One can assume that density and pressure in the shell are constant and equal to the
respective post shock values. The evolution of the shock is then given by energy conservation. Recalling that for a
relativistically hot plasma e = 3p > p, energy conservation reads:

3 2\[ 8T,

where the last relation come from the fact that the shock is higly relativistic. Then one has that 42 oc t=3. The
shock decellerate as expected, as it expands.

R 16 3V2E e
E = 47r/ Y apridr = 167r’yd4de25r = —— Rb% Po = Rg= ( > 75_2/3 ~ t(1.223)
0

1.15.2 The Blandford-McKee Solution

The relativistic explosion admits an exact asymptotic solution in the limit v; — oo, known as Blandford-McKee
Solution. We will present here the derivation. A discussed previoulsy the gas downstream of the shock is hot:
p > p, and relativistic: = e = 3p, such that ph = 4p, and moves radially v = v".

For convenience we introduce the convective derivative: d/dt = 0; + v0,, that describes the proper change of
a quantity as it moves with the flow, and we assume a flat spacetime. Then the equations describing the evolution
of the flow are the mass conservation Eq. (1.59):

;w %gv o) = S o)+ v (o) + 23 ) = ) 4 21D 20) < 0 (1.229)
= In (py) + %5( *v) =0 (1.225)
which together with entropy conservation for a fluid element d(pp*/3) /dt = 0, gives:

jtln (o) = jtln (™) = %m (p*y) = —%%(r%) =0 (1.226)

This can be used in conjunction with the energy conservation Eq. (1.69), providing the last equation:
gt(v ph —p) + %g(r phy*v) = ;(4197 )+ %pﬂf%(ﬁlm ) + 4? 86 (rPv) =0 (1.227)
(i(ﬁlm ) — gt —(py )jt In (p*y*) =0 (1.228)
;t(ﬁlm )+ 7 gt — (py )jt In (p*+*) =0 (1.229)
4y jt( ) + 4py? jt(v?)—?w ip—2m jﬂ —’72%1?:0 (1.230)
74%(p)+2m jt( 5 = %(m‘*) 272%]9 (1.231)
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Now Eq. (1.223) tells us that, in the limit 75 — oo, the Lorentz factor of the shock scales as 72 = 2 (t/trer) >,
in terms of quantities defined at a reference time. The exact integration for the shock radius gives:

1 ¢ 1 ¢ 3 1
~1— — L= 1——|dt= 1— —|dt=t|1- — 1.232
o 7 i /0 { 273] /0 [ 2%2cft§cf} [ 873} (1232

To proceed to the integration of the flow structure downstream of the shock, we introduce a new variable that is
unity at the shock location and that allows us to zoom-in the thin shell where most of the matter is concentrated.
Our choice is of the form:

x=1+m2(1—7r/R)) = 2n(1 —r/t) + (1 —nr/8t) for 2> 1 (1.233)
which suggests taking the arbitrary constant 7 = 8, such that we can simplify:
X = [1+82(1 —r/t) (1.234)

The new variables that substiture r and ¢ in the equations, will then be: 2 which is just a function of ¢, and ¥,
which depends both on r and ¢, (also throught the implicit dependence of +2). We must rewrite Eq.s (1.225)-
(1.226)-(1.231), in terms of the new variables. The dynamical quantities, can be written in term of separable
variables and can be normalized to their post shock downstream values:

272 po

7= %gg(x), Py =2V22pH(x), b= 5 7 () (1.235)
We begin by expanding the partial derivatives with respect to ¢ and r. We find:
2
% _ %% _ _1+t8’7s % (1.236)

where in the last one we have again assumed the limit 72 — oo. At this point we can also rewrite the convective
derivative:

d 0 9 1 ol O 0 2 0
b= g+ [14—872 gy - (1_ W) [1+8~ys]] = 5 + {4 (g xﬂ 5 (1239

then the convective derivatives of the logarithm of the various quantities are:

2
4 (py) = N (2p72H) = L In~2 + t% InH=-3+4 ( - x) NPy (1.240)

dt dt dt G dx

d d d d 2 )

t—1 =t— In(2po72 =t—Iny2+t—InF=-3+4(=—-x) =1 1.241
) =t n2pe F/3) =t Inyg +t InF =-3+ (g x) o nF (1.241)
d d d d 2 B)

t—1In(7?) =t—In(12G/2) =t—Iny? +t—InG = — 41 Z — —1 1.242
07 =t 026/ = g d g mG =344 (2 -x) g a2

Finally we have the following auxiliary terms:

%%ln(p) = % (;1n7§+ ;mf) = 72% (—3+ [1+872 —4X]£<1nf> =

_ ?%mr (1.243)
t%v = t% (1 - 2;) = —t% <721g> = —g%lng (1.244)
21;; =2 (1 — Vgg) Ii;?:( =2 (1.245)
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At this point we have all the terms necessary to rewrite the initial equations as a set of partial differential equations
in the new variables 5 and x. We begin with Eq. (1.225):

d 10,, B 0 9 B
tg(dtln(p'y)JrTQaT(r U)) = 73g+4(27gx)a1n7178a1ng+29fO
0 0
= 4(27gx)&1n7-1788—x1ng:g (1.246)

then Eq. (1.226):

Ay + L9 2 _ _ 9 9 gl 322 _

tg (dtln(p'y )+7“25?"(T v) ] = 15G +4(2 — Gx) 38xln]:+2c")xlng 328X1ng+8g—0
0 0

and finally Eq. (1.231):

d " 10 B 0 0 0 B
tg (dtln(p'y )_’y28tlnp) = 9G +4(2 — Gx) {axln]:—i-2axlng] 16aln}'—0
0 0
E— — _ — = — 1.24
= 4(2+Gx) oy InF —8(2—-Gx) o InG 9G (1.248)

These form a system o three equations for the three unknown corresponding to the derivative of the logarithm of
the three structure functions G, F, H. The solution is:

10 17— 5Gx

Gax 9T @80y 1 07 (1249
é% nF=1a —1;;;; ixg%c?) (1:250)
_ 2,2
G0 TG T 1 a2sh
One can easily verify that the solution satisfying the initial condition G = F = H = 1in xy = 1 is:
G=x"1 H=xT4 F=y17/12 (1.252)

At this point we can repeat the computation done in Eq. (1.223), now including the correct internal structure, to
derive how 74 changes in time.

e o 2 12 ! 4 -1_—17/12 5 Or
E = 167 yepridr = 16m—— PoVs X X r(x) ade
0 23 Jx©) X
160 1489 ‘.t
- == povix 12 (1 - X 2> t? 5dx
3 ) 1+ 8¢ L+ 8¢
87T 2,3
= 1—7;)07515 for s — 00 (1.253)
hence:
17E\'/?
. (8m ) —3/2 (1.254)

which differs from the result in Eq. (1.223), by just a factor ~ 3.



CHAPTER 2

RELATIVISTIC MAGNETO-HYDRODYNAMICS

While relativistic hydrodynamics applies to those systems that are particle dominated but characterized by large
energy densities (think about the relativistic explosions or the thermal winds from compact objects), or large
Lorentz factors, in general magnetic fields are a key ingredient in relativistic astrophysical sources. This is due
to the fact that the magnetic field increases the efficiency of energy conversion (for example the conversion of the
rotational energy of a compact object into the kinetic energy of a wind), and is normally invoked to model typical
engines of relativistic outflows.

2.1 Covariant Formulation of Relativistic MHD

Following the same approach as discussed in Sect. (1.4) it is possible to extend the equations of relativisti fluid
dynamics to include the presence of an electromagnetic field. The electromagnetic field is described by the Fara-
day (antisymmetric) electromagnetic tensor F"", with the associated dual F*"*" = %e‘“’)"”“FM, where e/ M =
(9)~Y/2[uvAk] is the space-time Levi-Civita pseudo-tensor (e,,ns = —(g)'/?[urAk]), with g = —det[g,,] and
[pv K] is the alternating Levi-Civita symbol.

The electromagnetic field obeys Maxwell Equations:

VMF’W =-J", VHF*IW ZOZVMFVK+VNFMV+VVFHM 2.1

here the first describes how the electromagnetic field depends on the 4-current J¥ that describes the distribution
of the so called source term. In this form the equations are still fully covariant. The antisymmetry of the Faraday
tensor, together with Eq. (1.22), implies that the 4-current obeys the folowing conservation law:

VoI = =V, V" = —g7Y%0,0,(g"2F") = 0 2.2)

Maxwell Equations are a set of 8 equations for 10 unknowns (6 from the antisymmetric Faraday tensor and 4 from
the 4-current), and require some form of constitutive relation between the fields and the currents to close the system.

We have shown that it is possible to decompose any tensor with respect to any arbitrary time-like 4-vector U,,.
This can also be done for the Faraday tensor and its dual, recalling that both are antisymmetric:

FW = UMFEY — UYE* + e B\U, (2.3)
F*# = UFBY — UYB" — " E\U, (2.4)
JH = QUM + I* (2.5)

We recall that since U* is time-like, it can be thought of as the 4-velocity of an observer. The quantities £+, B* and
I* belong to the orthogonal space to U*, and as such they are all space-like. As was done for the decomposition of
the fluid quantities, the various quantities of the tensor decomposition of the electromagnetic field, have a special
meaning for this observer:

Relativistic Hd and MHD, Lecture Notes. 33
By Bucciantini Copyright (©) 2019 John Wiley & Sons, Inc.



34 RELATIVISTIC MAGNETO-HYDRODYNAMICS

= = U,F" is the electric field

= B¥* = U, F** is the magnetic field
»= () = —U,J" is the charge density

= J# is the current density

We know that the electromagnetic field carries energy and momentum. It is possible to define an energy-momentum
tensor for the electromagnetic field starting from the Faraday tensor as:

em

1
T = F* F"> — Z(FMF,\K)gW (2.6)

Note that this is the only possible form of a symmetric tensor quadratic in the field, and invariant under space
inversion, that can be built from the Faraday tensor and the metric tensor. It is interesting at this point to write
explicitly the energy-momentum tensor. One has:

FYFY = (U'E) — UyE" + 47" B,U,)(U"E* — UME" + "> B,U,) 2.7
= FE?UMU" — EMEY + UM E\B,U, + U"e"*"E\B,U, — B*B” + B*U*U" + g B*
FAF" = (U,Ex —U\E, + €20 B°U")(U"E* — UME” + €"*"B,U,) (2.8)
2B? — 2F*?

where we made use of the antisymmetry of the Levi-Civita pseudo tensor, we have introduce the square of the
electric field E? = E*E,, and of the magnetic field B> = B*B,,, and we have used the following contraction
properties of the Levi-Civita pseudo tensor:

eNTRENT = gM g7 g eenc €M = =gt g7 g [0E 00T + GFOLS! + SLOTS) — SLOEST — 8¢ 860 — 0T85! ]

= g IPGRT _ gHT gV gRP _ P GO gRY L P qOV gRT L gl gOT g L gIiT q0p g

= 7V B,ULB,U, = g"B® + B’U*U” — B*B” (2.9)
Eron€ T = 20067 — 6P67]

= o€ B°UB,U, = 2B? (2.10)
We can introduce the for convenience the rank-3 completely antisymmetric and purely orthogonal alternating
tensor " = e#’*AU,. Recalling that for orthogonal tensors gt TS ::0m = AmTP1-Fm one can verify

the following relations and contractions with other orthogonal 4-vectors:

€uve = GWMU)‘ = e,u,l/li)\UA = AWAWA,@LEP(”)‘UX = A pAve Ay et (2.11)
= €V = Dpp Ay A €7V = A APV, (2.12)
= € VWS = A pAye Ay 7 VWS = A7 VW, (2.13)
Then:

1
TH = —EMEY + E*UFUY + UM E\B, + U"e"* E\B, — B"B” + B*U"U" + 5[32 + E?g" (2.14)

It is possible to rewrite the energy mometum tensor of the electromagnetic field in order to make evident its
decomposition into a parallel and orthogonal part with respect to U*, recalling that g"* = A*” — UFUY

T = Uy UMUY + Q1 UV + Q% U + W (2.15)

with:

1 1
Uem = 5[E* + B?] QL = "M E\B, Wi = 5IE* + B’JA" — EMEY — B'B” | (2.16)
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These terms have a physical meaning that is analogous to the one for the fluid quantities that was discussed in
Sect. (1.4). Uen, is the energy density of the electromagnetic field measured by the observed with four velocity
UH; Q. is the energy flux, measured by the same observer, which is also known as Poyting vector flux, and, as
it can be seen, is formally a cross product of magnetic and electric field; W/ is the Maxwell stress tensor of
the electromagnetic field. Note that these quantities have always the same definition in terms of the magnetic and
electric field, independently of the observer.

2.1.1 The Lorentz Force

We know from classical electrodynamis, that the electromagnetic field interacts with the charges and currents,
and that such interaction is described by the Lorentz Force. The Lorentz Force, is not contained in the Maxwell
Equations, but can be derived from energy-momentum conservation.

1
VAT = VP - 10V (F )

v nz
—JAF" 4 F AV — QTFMVMFM = PN 4 F \VHF 4 %F“[VKFM,\ + VaF]

v g
= JFM 4+ E \VPFY 4 gTF’\"”VK,FM + %F“AVAF,M = JNFN + E\VEEY 4 g AR F

INFN 4 FAVRF + BV = | T = P 2.17)

which defines the covariant Lorentz Force. It is evident that the energy-momentum of an electromagnetic field is
conserved only in vacuum J# = 0, while in the presence of charges and currents, the field can do work on the
matter.

2.1.2 The Ideal MHD condition

In Sect. (1.4.2) we showed that the second principle of thermodynamics, together with the covariant formu-
lation of the entropy conservation law, allows one to constrain the relation among the various projections of
the energy-momentum tensor. If the projection is done with respect to the comoving observer as defined in
Sect. (1.4), U¥ = wu*, then one can define the comoving electric and magnetic fields: E¥ = e¥ = u,F"*,
Bt = b” = u, F*"#; the comoving charge density () = p. = u,J*, and comoving current density I* = j*.

The energy-momentum tensor of the fluid and electromagnetic field is given by the sum of the two:
TR =THY 4+ TH (2.18)

matter em

Where the matter component is the same as in Eq. (1.29), and the elecromagnetic part is given by Eq. (2.23).
Eq. (2.19) is modified as:

'V e + eV ut + ¢ utV u, + Vgt + wtt Vo, = —u, VT = —u, AP = —etj, (2.19)

It is evident the presence of the additional term e*jy, representing the work done by the electromagnetic field on
the matter. The set of Eq.s (1.37)-(1.39) are the same with just this additional term. Then one has:

T K .
TV, S5 = —¢” {u”vﬂuu + VT } -V, — (I —-p)V,ut =TV, {qT — h“} +eMjy > 0. (2.20)

Ideal fluids are those that satisfy V,,5* = 0. On top of the constrains on the fliud part, now one has to require this
to hold also for any current distribution j#. This is possible only if the comoving electric field vanishes e# = 0.
This is known as Ideal MHD condition:

w, F"* =0 2.21)
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This equation provides a closure relation that allows one to integrate Maxwell equation, in time (i.e. it fixes the
current structure). Hence from Eq.s (2.15)-(2.16) one finds:

b2
T = buru” — bHb” + 5 g (2.22)

Such that, in conjunction with Eq. (1.41), the total energy-momentum tensor will be:

b2
THY — (6 +p+ b2)uuuu — MY + (p + 2) glw (223)

It is possible to define a specific magnetic enthalpy as: hy, = h + b?/p; and a total pressure as: pyor = p + b* /2.

2.2 3 + 1 Formalism for ideal MHD

In Sect. (1.5) we have introduced the 3+1 formalism, that allows one to split the space-time into spacial and tem-
poral direction, and to expressd the law of relativistic hydrodynamics, in terms of temporal and spatial derivatives.
This allows one to recover the classical notion of quantities that vary separately in space and time. This approach
can be extended to Maxwell Equations, and to relativistic MHD.

2.2.1 3 + 1 Formalism for the EM Field

In the previous section we have shown that it is possible to Maxwell equations, the charge conservations law, and
the Lorentz force in term of projected quantities with respect to an observed with fourvelocity U*. For the eulerian
observer of the 3+1 formalism U* = n*, define in Eq. (1.5). Now E* and B* are the electric and magnetic field
measured by the eulerian observer.

Now, in terms of projected quantities with respect to the eulerian observer, one has:

FHW — ntEY — FHpY + GIWAHB)\’H/N (224)
F*;UJ —n*BY — BHpY — GMVAHE/\TLN (225)
JH = gent + I* (2.26)

with E® = 0, B® = 0, I° = 0. One then defines the purely orthogonal rank-3 alternating tensor as €% =
—€%kny = 571/2[i5k] and €;;1, = 7'/2[ijk], with the contraction property: €7 ¢;,,,, = 67,58 — oF 67

2.2.1.1 Constraints We begin with the parallel (time) projection of the two Maxwell Equations Eq. (2.1):

n,V,F' = —J"n, = aVu[-E*/a+ ¢°°Bya] = —aV ,[E*/a] = —q.

- ’7_1/2@' [,3,1/2E1:] =q = V- -E=g¢q 2.27)

and:

n,V,F* =0 = aV,[-B"/a+ ¢ Eya] = —aV ,[B*/a] =0

=  FY25,['?Bil=0 = V-B=0 (2.28)

These are respectively Gauss law for the electric field and charge density and the solenoidal condition for the
magnetic field, and they are the general reltivistic extension of the time independent Maxwell equations. Being
time independt, these can be considered just as constraints that the electrom-magnetic field must satify at all time.
It is known that if they are satisfied at any time, the remaining Maxwell equations, ensure hat thay will always
hold.
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2.2.1.2 Time evolution The other Maxwell Equation can be derived from the spatial (v = ) components of the
covariant form. We begin with the equation for the dual, Eq. (2.1):

VuF*# =V, "B — B*n' — """ Exn,] = V,[n" B' + B*B' Ja + ¢"*°Exa] = 0
= %(9"*B'/a) = 0;(g"*B B’ [a) + 0;(g"*B' B Ja) + 0;([jiN] Exar) = 0

= 0,(3'*B") + [ijk)0;(Eya) + 0;(3/*[B'B" — B'A]) =0

= 0,(3'/*B") + [ijk]0;(Exa) + 0;(7/?(6],6}, — 6},6,]B™B") =

= t(fy”23> + [ik]0; (Erc) + [i5k]0;(3"/?[knm]B™ ™) = 0

= —Y 8( 1/2B)+€Z]k8j(Eka+€kntmBn):0 (2.29)

That, in vector form, returns the general reltivistic version of the Faraday induction law:

F7129,(32B) + V x [aE + (8 x B)] =0 (2.30)

Proceeding in the same way for the the spatial (v = i) components of the equation involving the source, Eq. (2.1):

V#F“i = Vu(n“Ei L e“i)‘“E)\n,{) =V (n“Ei + E“Bi/a — e“MOB)\a) = qeﬂi/a -1

= (g"PE'fa) = 0;(g"*FE' Ja) + 0;(¢"*BE Ja) — 9;([ji\ Bae) = g"?[qe B Jo = T

= 0(3PE") — [ijk]0;(Bra) + 0;(F[EV ' - E'BY)) = 412[g. ' — al']

= O(3PE") - [ijk]0;(Bra) + 0;(7"/2 (67,65, — 65,03 E™B™) = 7% [qe B — al']

= 0P E") = [ijk]0;(Bra) + [ik]0; (7" [knm] E™ 8") = '/?[g. 8" — a']

= FY29,(3/2E") + €7%9;(—Bra + €nm E™B") = —al’ + ¢ (2.31)

This too can be cast in vector form, and provides the general reltivistic version of Ampere law:

F29AY2E) +V x [~aB + (B x E)] = —aI + ¢.3 (2.32)

2.2.1.3 Ideal MHD Condition Finally let us write also the ideal condition Eq. (2.21) in the 3+1 formalism. We
begin with the parallel projection:

npu, F* = n,[n" EYu, — n" E'u, + GWMB,\n,QuV] =—F"u, =0 (2.33)
The electric field is orthogonal to the flow velocity. Then the spatial components can be computed as before:
Ai“ul,FM” = A"[n,E"u, — n"E,u, + eu”’\”BAn,iuy] =vE' + 9" Bjup, =0 = E'=—¢7*Bjuy,

that in vector form reads:

E=-vxB (2.34)

showing that the Ideal MHD condition reads in general relativity in the same form as it reads in non-relativistic
MHD. In Ideal GR-MHD the electric field can be considered as purely derived quantity. Only the evolution of the
magnetic field according to Eq. (2.30) needs to be followed, because the ideal MHD condition provides a sufficient
closure.

2.2.2 3 + 1 Formalism for GR-MHD

We can now extend the 3+1 formalism of relativistic hydrodynamics to include the presence of an electromagnetic
field. Eq. (2.16) provide us with the necessary decomposition of the energy-momentum tensor of the electromag-
netic field, with respect to any observer in terms of the electric and magnetic field measured by the same observer.
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This holds also for the eulerian observer. The mass conservation Eq. (1.59), is unchanged while the momentum
conservation law and the energy conservation law Eq.s (1.69)-(1.79), retain the same form, with a definition of the
energy density, mometum flux, and stress tensor that now include the contribution from the electromagnetic field:

U = phy?—p+ %[E2 + B (2.35)
M' = phy*' + €95E; By, (2.36)
W9 = phy*viv’ — E'E7 — B'BI + [p—i— EQ_;BZ} o (2.37)
in vector and tensor form:
M =phy*v+ E x B (2.38)
W = ph~*vv — EE — BB + {p + EQ;BT (2.39)

These, together with Eq. (2.30), and the ideal MHD closure Eq. (2.21), provide a full set for the evolution of the
fluid quantities and the electromagnetic field, as seen by the eulerian observer.

In Ideal MHD, given the antisymmetric properties of the dual farady tensor:
bt = uyu, F* =0 (2.40)

then the relation between the magnetic field measured by the Eulerian observer B, and the comoving magnetic
field four-vector b* is given by:

u'uBUf — u#nu[uuby — uuby’} = —nuby = abo (2'41)

B = n, [ult” — u¥b’] = b + (n,b")u’ = vb' — (ab®)u’ (2.42)

2.3 Force Free MHD

In many high-energy astrophysical sources the energy of the electromagnetic field can exceed by many orders of
magnitude the mass of the plasma. In this case the dynamics is completely determined by the evolution of the field,
given that the inertia and the typical pressure due to the plasma are negligible. However, despite the negligible role
of the plasma, this can still provide enough charges to support the currents and ensure that the total Lorentz force
vanishes.

This regime is known as force free MHD or degenerate magnetodynamics, because, if one neglects the matter
component of the energy-momentum tensor, then energy-momentum conservation of the electromagnetic part im-
plies that the Lorentz force vanishes. The system relaxes to a state where the electromagnetic forces, that cannot
be balanced by the plasma, are zero. Using Eq. (2.26)-(2.24) one has:

VW T = J F™ = [geny, + L]0P E” — E*n” + 2" Byn,] = —q.E* — (E*I,,)n" + ¢""*ByI, (2.43)

The parallel (temporal) part gives the condition for energy conservation:

n,V, T = (E",)=0 = | E-1=0 (2.44)

while the orthogonal (spacial) part gives the force-free condition:

ALV, TH = —p,E' + "By, =0 = pE +é*[;B=0 = peE+IxB=0]| (245

em

This implies that the electric field is perpendicular to the magnetic field £ - B = 0. Recall that Eq. (2.9) tell us that
B? — E? is an invariant, and as such, if there exists an observer for whom the electric field vanishes, than B > E
for any other observer. It is then possible to define the so called drift velocity:

Eij k Ej B k

var = — gy = g =Tlam”+Tarvg with Tar=1/y/1 -0 (2.46)
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The condition B > E ensures that this velocity never exceeds the speed of light, and can be though of as the
velocity defining the so called drifting observer. Then, one can evaluate the electric field measured by this observer:

EY = wu,atF"™ =Tae[n"(E v, ar) + B* + € Bywy af] = Dag[E* + B~ 2" ¢, E° By B")(2.47)
[E* — B72[6%6) — 6Y02|E° BAB"] = 0 (2.48)

The drift velocity corresponds to the velocity of an observer that sees no electric field in its own frame. The drifting
observer can be considered the effective comoving observer in force-free relativistic MHD. All the definitions in
the equations of the 3+1 relativistic magneto-hydrodynamics are still valid if one neglects matter contribution
(p, p — 0). Notice that, due to Eq.s (2.45) and (2.46), the three spatial vectors E, B, and vqs are all mutually
orthogonal. When the three-velocity in Eq. (2.46) is used, the equations for GRMHD remain unchanged, too.
However, the mass conservation law is now useless, while the energy equation is redundant. In particular, the
treatment of the metric terms and of their derivatives in the source part remains exactly the same.

2.3.1 The Pulsar Equation

In high energy astrophysics, quite often, one deals with outflows from strongly magnetized, and rapidly rotating
sources, like Black Holes and Neutron Stars. The secular evolution of these systems, due to torque and energy
losses, happens on typical timescales that are far longer than the typical light crossing time, or outflow time. One
can then describe the outflows in terms of steady-state solutions. Moreover, rotation leads to an axisymmetric
geometry, that allows one to simplify the problem, reducing its dimensionality.

Interestingly, the metric associated with steady-state rotating sources, can be described in the 3+1 formalism using
spherical coordinates [t, r, 0, ¢], with the following form of the line element:

ds? = —a?dt* + 4, dr? + v5d0? 4 v (Ao + B2dt)? (2.49)

where the metric coefficients are only functions or r and 6. Examples of this metric are the Schwartshild metric,
and the Kerr metric in Boyer-Lindquist coordinates. We use here the equivalent form:

ds? = —a2dt® 4 7, dr? + 7gpdf? + R2(dp — wdt)? (2.50)

where we have introduced the generalized cylindrical radius R = 744, and the frame dragging speed w = — Be.
The determinant of the three-metric now reads: ¥ = ’yrr’)/egRQ.

Let us consider the simplest geometry of an aligned rotator, Fig. (2.1), with the § = 0 polar-axis coincident with
the rotation axis and the symmetry axis of the problem. The symmetry of the problem is such that the solution will
be independent on the azimuthal angle ¢: d, = 0, and stationary in time: 0; = 0.

2.3.1.1 Magnetic field We begin with the magnetic field. The solenoidal condition for an axisymmetic magnetic
field can be written as:

0(i'/2B") | 0(3/B")

V-B=0 = or 20

=V-B,=0 (2.51)
where By, is the poloidal component of the magnetic field. This implies that the components of the poloidal
magnetic field can be written as the derivatives of a magnetic flux function:

1
:}/1/2

1

0 _
89\11 B —7,%?

B" = o, (2.52)
The scalar function ¥ is know as Euler potential, and it allows one to reduce the description of the poloidal field
from two variables B" and BY, to just one. Moreover it is evident that B'V,¥ = B, - V¥ = 0: the poloidal
magnetic field lines are orthogonal to the gradient of . This means that the surfaces ¥ = const represent the
magnetic surfaces defined by the rotation of the poloidal field lines around the symmetry axis. Magnetic field lines

lay on these surfaces. The various field lines on the same magnetic surface are all identified by the same value of
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Figure 2.1 Scheme of the geometry of the Force Free PSR magnetosphere

W. The remaining azimuthal component of the magnetic field can be expressed in term of another function, called
current function:

By =a T, B = — (2.53)

Let us introduce the coordinate basis e; = 8;, such that the outer product is given by: /7"e, = \/7%?ey x
V1?%e,, and permutations. In vector form the magnetic field can be written as the following:

1 1

B = Ble,+Bey+ Bley= =7 Oy Ve, — ﬁmarqfeg + 3 (2.54)
,}/09 ’YTT
= ﬁ@@‘l’(eg X €¢) + ﬁar\ll(er X €¢) + rwe(p (255)
1 1 .
— @(vm)eeg x e+ o3 (V) er X eg + — e (2.56)
v¢) X €¢ 7
B= 5" e (2.57)

2.3.1.2 Electric field Let us now turn to the electric field, beginning with the azimuthal component: Ey. Ax-
isymmetry implies 0, Ey = 0 — Ey = Ey(r,6), while stationarity, together with Eq. (2.30), gives:

Vx|[aE+ 3 x B]=0. (2.58)
The r and # components will be:
€"?9[aEy) = 0, "m0, [aEy] = 0 (2.59)

which implies that aE is a constant, independent of r and . Given that on axis, due to symmetry constraints,
E? = 0 this immediately tells us that Ey = E? = 0 in the entire space. This result is nothing else than
Stokes Theorem about circuitation. Together with the force-free condition Eq. (2.45) or the Ideal MHD condition
Eq. (2.21), this states that the electric field is perpendicular both to the azimuthal direction ¢ and to the magnetic
field. Let us now consider the ¢ component of Eq. (2.58):

e”"00,[aEy + €ggrB°B") + €70, + €498 B = 0 (2.60)
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which suggest setting:

aE, + e,408°B? = aE, + 370,V = aFE, — wd, ¥ = 0,® (2.61)
aEp + €ggrB°B" = aEy + 320V = aEy — wiyV = 9y (2.62)
aFE =V® +wV¥ (2.63)

where the new scalar function ® is known as scalar potential. Now, recalling that in force-free the electric and
magnetic field are mutually orthogonal, one has:

«
:yl /2

(0%

&1/2E~B:O

10,00,V = [0,29pV — 990, V] = a[F, 09V — E0, V] = [E,B" + Ey,B?] =

= VI Xx V=0 (2.64)

The gradients of the scalar potential is perpendicular to the magnetic surfaces. Then the scalar potential is itself a
function of the magnetic flux function: ® = ®(¥) = 0,00,¥ = &'(V)0; V0, V. Interestingly the electric field is
a function of W too.

Let us look at the drift velocity. From Eq. (2.46) one has:

€IRE;By  €9%[0;® +wd;¥|By,  €9F[dP/dV + w](9; V) By,

i
= = = 2.
Y B2 aB? aB? (2:69)
o~ l92/dV 40 Boos¥ _ [d2/dV + ] ByB .66)
a ~1/2B2 a B2
0
0~ APV 4w BOW | [d/dV +u] BB 067
a /2 B2 a B2
v~ 92/AV 4w Bed, W — B, d®/dV +w ByB’ + B,B" _ d®/dV¥ +w - B¢B¢](2 68)
N a ~1/2 B2 N a B2 N a B2 '
Introducing the new quantity Q(¥) = —d®/d W, the drift velocity can be rewritten as:
i Q(\I/) — W B¢Bi Q(\I/) — W B¢
v = - [0g — 5 ] = v=—"" |y — ?B (2.69)

This equation tells us that the drift velocity can be decomposed into a purely azimuthal rotation plus a motion
along the magnetic field lines. Then (%) can be thought of as the rotation rate of the magnetic field lines. Note
that the rotational component of the drift velocity has the same form as the fluid velocity used in Eq. (??). In ideal
MHD the drift velocity coincide the the component of the velocity of the comoving observer perpendicular to the
magnetic field.

2.3.1.3 Currents Letus now conclude investigating the structure of the currents. Currents can be derived from
the electric and magnetic field using the steady state Ampere law Eq. (2.32). We begin with the toroidal component
of the current:

al® —q.B* = €7%9;[aBy, — exuBE" ] =571/2 [0r[aBy + €9grwE"] — OglaB, + €T¢9wE9H (2.70)
= §1/2 [3r[0670930 +7Y2WE"] — dglayr BT — 11/2wE9H (2.71)
— WO FVRE 4 B + 5 {ar (;ﬂyj’ga&) + 0y <j;y/2 89\I/>:| 2.72)
. ~1/2.rr ~1/2,,600
= wge + E'dw+712 [& (MRJ@@) + 05 (Waeqfﬂ 2.73)

= al? = —571/2p, [am%(vw} + BlOw=—V- [%Wf] +E-Vw (274)
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while the poloidal component is:

al® = 99;[aBy — ey B = €90, 1] (2.75)
that in vector form reads:
1 Yrr 1
I, = aoll"e, + 1% = /2~ (+8yT)e, — |2 = (v7"0,T 276
« p G{[ e + 69} rrR( 0 )e PYQHR( ) ( )
1 0
= 7 (VI)(eg x ey) + 77%2 (VI) (e, x egy) (2.77)

Then the total current in vector form can be written as:

VIX€¢

ol = P

— [v (%V\P) —E. Vw] e (2.78)

2.3.1.4 Force Free Condition At this point we have all the terms for the electromagnetic field and for the
currents expressed in terms of the three free function ¥, Z and (). Then the force free conditions reads:

peE+IxB=[I-pwv]xB=0 (2.79)

In tensor form:

ol = putl| B =5 o) = (@) ~ ) 8] - Zon ]| BE = S far - g (0(w) - )l B

€ij j j n
= S [eﬂ%lz [v (R V\Il) E -V + p(Q(P) —w)} 53} €740, + W%]
G (L9w) — BV p((8) —w) 0,0+ g7 4
n oV e L €ij ejl¢ek"¢
— 5 {v (R2v\1f) —E-Vw+ p(QT) — w)} 0T+ 0,10,V
v 5to? —606L]
. [v (R2W) “E-Vw+ p(Q) —w)] ) 2R2alz+ [9:0% - K ko7, w

A
!

_ ) g _ ) _ @ lnq&glI@ v
= [v (Rv\p) E -V + p.(QD) w)] 2R261+5 (2.80)

The requirement that the azimuthal component of the Lorentz force vanishes translates into:
35010, W = 910, =0 = O0TxdV¥ = I=1I(V) (2.81)

Then one can cast the remaining poloidal component into a vector form:

£, = [—v (R2v\p) +E-Vw— po(QT) — w)] % - %VI
£, = [—v : (%V\I}) L E-Vw— po(QT) —w) — Oﬂzp jﬂ % (2.82)
2.3.1.5 The Pulsar Equation Recalling Gauss Law Eq. (2.27), the force free condition leads to:
{—v (R2 v\p) Y E-Vu— (V- E)(Q¥) - w) — 047122:1%] - (2.83)
{v (R2V\Il (D) — w)E) _E-VQU) + ;jﬂ (2.84)

Recalling that the electric field can also be expressed as a function of ¥ as in Eq. (2.63), then one has:

[v (%V\I} - WV\I}) + WV\P : (38 vw) 7132 jﬁ —0 (2.85)
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This is known as pulsar equation:

v[o‘ (1—W)vm}+wdg(vqf)2+zdz—o (2.86)

R2 o? A aR2d¥

Note that this is an elliptic equation, where the coefficient of the elliptic operator vanishes where R = (Q(¥) —
w)/a. This surface is known as generalized Light Cylinder, because it corresponds to la last place where corotation
is allowed. The vanishing of the coefficient implies that the equation becomes singular and this places a constrain
on the possible form of the function Z(¥), that must guarantee regularity of the solution.

2.3.2 The monopole solution

In general the solution of Eq. (2.86) can only be computed numerically, and depends on the particular boundary
conditions that are imposed. It is possible however to derive an analytical solution in the very simple case of a
uniformly rotating conducting sphere, endowed with a uniform radial magnetic field on its surface, in flat space-
time. In flat space-time a« = 1, R = rsin # and w = 0. Moreover for an uniform rotator = df2 = 0, and the second
term in Eq. (2.86) vanishes, reducing it to:

1 T dz
Vil —— -0 VI |+ ———— =0 2.87
|:(T2 sin” 0 ) ] + r2sin? 0 AV 87

where €2 is the rotation rate of the uniform conducting sphere (in a conductor the comoving electric field vanishes,
and the drift velocity coincides with the conductor speed apart from any arbitrary parallel component). For purely
radial magnetic surfaces ¥ = # cos # and B” = Hr~2, such that H represents a magnetic flux. Then one has:

dz

1—0%2sin?0]V-VU 4+ r2sin? VU -V | ——— | + T— =0 2.88
[ 7 sin } + r<sin Zn? g + v ( )

[1-Q%*2sin®0) &, sin” 0 0 (1 dz

e " T (sin%6 —(cosO) = [ —— ) = —T— 2.

g ot O R gplesf) 5 (Sin29) av (2:89)
9390 4 o0 sin20cos0 + 2w S0 - 72 (2.90)

r2 r2 dw

P2 dz
200 [1 — 7{2} ’I(T\Iz (2.91)

whose solution is:
2 dz v

T=0QH |1 — —— = 20— 2.92
H{ HJ’ dw H 292)

such that /B?B, = HQsinfr~!. Note that the ratio of the azimuthal over the poloidal components of the
magnetic fields is |B?|/|B"| = Qrsin 0. This is equal to 1 at the Light Cylinder, while at larger radii the azimuthal
component becomes the dominant one.

2.3.3 The Blandford Znajeck mechanism

It is possible to show that a similar result applies also to the case of a rotating Black Hole. in the case of a BH,
however it is not possible to define any material surface, to which the magnetic field line can be attached, and
which provides an independent constrain on {2. On the contrary we will show that it is the frame dragging of
space-time itself that force magnetic field lines to rotate. For this to happen the magnetic fields line must penetrate
the event horizon at r = rg. Now, if one uses standard Boyer-Lindquist coordinates to describe the Kerr metric,
Eq. (2.86) can be shown to be singular at the event horizon where @« — 0, and 7y — oo. This is however just
a coordinate singularity, and not a physical one, because observers can cross the event horizon. In particular the
free-falling observer will cross it without experiencing any singularity. This implies that the electromagnetic field
must be regular at the event horizon, in the sense that the free falling observer should measure a finite strength for
the electric and magnetic field. This regularity requirement provides the second constrain among Z, €2 and .
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2.3.3.1 Regularity at the event horizon We begin writing down the components of the electric field, measured
by the free-falling observer, in Boyer-Lindquist coordinates:

Er =U,F" = (U,E")n* — (U,n")E" + " *B\n, U, (2.93)
E° = (U,E")n® = a (U, E) (2.94)
E" = —(U,n")E" + €U, By = —(U,n")E" + ¢"°U, By (2.95)
EY = —(U,n")E? + & U, By = —(U,n")E® 4+ 99Uy B, + "0, By = (2.96)
E? = (U,E"n® — (U,n")E® = ? U, By = —a~ YU, E")3% + U, By (2.97)

Now, using the resultsAfrom Appendix A: Ur = —v; and Ue = 0, together with the force free condition E? =0,
we have (U,E") = (U,E") = —E,.. We recall also that in the limit 7 — rg, & — 0, 7., X 7 o< a2 — 00, one
has the following limits:

E'=a Y (U,E") = a~ (7, E") == (Qa;w)arqf BN (2.98)
B [,02(7«;:- a2)] (Z;:)arq, _ 4sin? 97;?/329 o [pZ(T;;I— a2)] (22;::) 2,0 (2.99)
B = {pQ(T;j “2)} (22;;:)59\1; + asin® evggir + Yrr 5?2 (2.100)

o [PQ(T;Z— 0,2):| (22—70‘:) 9yl +'7rrﬁ o (2.101)
o= 29 g gy D0y g o (2.102)

a?

It is evident that the single components diverge. However, covariant and contravariant components are not physi-
cally measurable quantities, because they depend on the choice of coordinate system. The only measurable quan-
tities are scalars. For the electric field its norm E? is:

E? = —(ab") 4 yp[E? —wE P+ (E7) 4 0 (E)? (2.103)
Q- w)? 1 2
=9 0,012 4 74 (ew) +
Voo

lo'
20,2 2 _ 2
+ Yrr { |:P (T ra ):| (Q W) + (lSiIl2 9’}/;9} (arq/)z +

2 v,
2(,.2 2 2
pe(r*+a*)] (2 —w) 9 Yrr 7
+  Yo0 { [ o } o700 gV — asin 9—,~y OpV — Yy 7&’?1/2 (2.104)

In the limit r — 75, a — 0, Y, X 7 o< a@~2 — 00, there are apparently diverging terms. Considering just the
diverging terms in that limit one has:

B g ([P QN g

a2 32 2y

+ 00 { {pz(r;j az)} (22_7;:)89\11 - WQ;/Q}Q
o [ ) O ([ ] Oo  f
O T o
—  [a®Asin? 6] %(&\P)Q n { {(rz Zaw (?/%:)89\1/ _ i\/%}z (2.105)
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The first term is finite (comes from two diverging terms that cancel each other), while the second is finite only if
the following condition holds:

2 2
I- \/W(TJF“)(Q_M)@@\I, = 2000~ o, (2.106)
Yoo X Y00

where we have taken the limit » — ry = X — r? + a2. This is known as Znajeck regularity condition, and
provides the second relation between Z, € and W that the solution must satisfy. We can check that this condition
ensures also the regularity of the magnetic field. Again the magnetic field measured by the comoving observer is:

Bt = U, F** = (U,B")n* — (U,n")B" — """ Exn,.U, (2.107)
B = (U,B")n® = a~ (U, B") (2.108)
B" = —(U,n")B" — " U, Ex = —(U,n")B" — U, Ey (2.109)
BY = —(U,n")B? — U, E\ = —(U,n")B’ — &*"U4E, = (2.110)
B? = (U,,B”)n¢ - (Ul,n”)Bq> — " UL Ey = —oz_l(f],,B”)ﬁd’ — 0, By (2.111)

Now (U,B¥) = (U, B" + UyB?) = —B, + aZsin’ 6/«

. DV Zsin® 0
B = a7 [-B, + ay**Zsin’0/a] = —,, :91/2 + ay®? SH; — 00 (2.112)
ay o
20,2 | 2 20,2 1 2
[P0 a)] 1 (0w o) oy
B" = { 37 } a:yl/gaglll—abln 0 12 0V — — 5 | —osin 0(Q —w) YD
20,2 4 2 2002 4 2
nO po(r* +a%) 1 L9, (2 —w) . 9 p?(r*+a?) 0,
B = — [ 5 pERTE 0,V + asin 970@1/2 0¥ — qasin“0(Q —w) — 3 Ve
. 20,2 4 2 SbT 0_
6 _ 1 BOT 32 p2(r*+a®)] v (Q-w)
B? = a™ [-B, + ay??Isin” §/ajw + [ 52 3 12 0¥ — 00
Now in analogy with Eq. (2.103):
B = —(aB°)? +9p0[B® — wB) + 7 (B")? + 790 (B7)? (2.113)
The last term is finite in the limit » — 7. The others give:
) 2 2
. 0 Op ¥
RS I 2 S P N 0 8
“ |:7 AN/ Vrr ( W) 04:)/1/2 *
2(,.2 2 2 2
pr(ri+a®)] o, _ Op W
+ Y { {22 } asin® 6() — w) 704:}/1/2 +
2(,.2 2 2 2
P (7‘ +a )’yTT‘ o _ 2 69\1’
T Yoo {Zga o %r} (Q-w) P (2.114)

where we already used Znajeck condition for Z. Again recalling that in the limit » — rp, we have ¥ — 72 + a2
and o\ /Y = p° /% it can be shown that the last term o< ('yMA)2 is finite while the others two give:

2,2 2 2 2
{—% [ay/Arr — asin? 0(2 — w)]* + 7, KW) — asin® (0 —w)} } ( % ) (2.115)

045/1 /2
which also scales o< (7,--A)? and it is thus finite.
2.3.3.2 Perturbative solution Let us normalize the mass of the BH to unity. There are no exact solutions for

rotating BH, however one can derive a perturbative solution in the limit @ < 1, which is known as Bladford-
Znajecksolution. = The idea is that at large distances the solution should look like the monopole solution derived
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in flat space-time. Then, given that the sing of a does not alter the shape of the magnetic field surface, one assumes
the following expansion:

U =T, +a¥; = Acosf + a*¥(r,0) + O(a*), T =aY(r,0)+0(a*®), Q=aW(r,0)+0O(a)(2.116)

One can immediately verify the first term in the limit @ — 0 of non rotating BH. Now let us turn to Znajeck
regularity at the horizon, and consider the limita — 0 = rg — 2:

%A sin?f = Y(2,0) = —A(W(2,0) — 1/4)sin’ 0 (2.117)
We have shown that for a monopole in flat spacetime the relation between the current function and the angular
velocity Eq. (2.92) is T = — AQ sin? #. Together with the previous one the fix the value of Y and W to W = 1/8,
and Y = Asin®6 /8. this means that the rotation rate ofr the magnetic field lines is constant and equal to one
half of the BH rotation rate defined as w(r = rg). Now we are going to take the limit » — oo of the Eq. (2.86)
retaining only terms in a?

aY (2,0) = <aW(2,9) - 2;;)

1 2
ar (Sm@ar(a qjl)) +

1 a?sin @ 7 dZ  Aa2sinfcosh
A cos 20,) | = —a? — = 2.11
O ([r? sng 1| dlAcostta 1)) ¢ sing dw 32 (2118)

we see that the angular dependence is ¥ o sin? # cos #,while taking the limit » — oo we get that U o 1 /r2.
This means that at large radii the filed lines approach the monopole  a? /7.

2.3.4 Torque and Energy Losses

We will show that both the monopole and the Blandford-Znajeck solutions imply an outgoing energy and angular
momentum flux, corresponding to a net energy loss and torque on the central rotating object. This is the reason why
one can consider them as force free wind/outflows, despite the fact that nop matter is involved in their derivation,
and no matter speed is properly defined.

Recalling Eq. (2.16), the energy flux associated to an electromagnetic field, can be defined in terms of the Poynting
vector. The net energy flux will be given by the integral over the 2-sphere. Given that the solution is time inde-
pendent, the energy flux across any concentric 2-sphere must be the same, so it is convenient to compute it at large
raddi where the space-time can be assumed flat:

E= [ Sn'dS = lim 27 / /S, 5772 sin 0d6 (2.119)
0

S r—00

where n' is the normal to the surface of integration dS, coincident with the radial direction for a sphere. Now
Using Eq. (2.16), one has:
n? @ sin 6

Q%%% for 7 — 00 (2.120)
T 111

Z[Q) — w]0p¥
ST = 6T9¢EGB¢ — 6r0¢ [ a2] 0

where we recall that for radial magnetic field surfaces at infinity ¥ = 7 cos §, and Z = Q% sin” 6. then
. 2
E= 47757{292 (2.121)

In the same way one can compute the angular momentum losses L associated to the ¢ component of the Poynting
flux:

L= / Ti¢nil¢d8: lim 27r/ \/B¢B¢\/BTBrrsin9r2 sin 0d6 (2.122)
S 0

T—00

where [, represent the unit harm-length in the azimuthal direction. Then:

. T us I
L=2n /0 \/ B®By+/B" B,r*sin” 0df = 2r i H 97«3 sin” 0do (2.123)

r2 rsin
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hence:
: 2 E
L=4r-H*Q =~ 2.124
7r3’H O ( )

2.4 Relativistic MHD waves

In Sect. (1.11) we have computed how a fluid a rest in a gravitational field responds to small perturbations. We
have found that in the absence of entropy stratification, the fluid undergoes stable oscillations, that correspond to
the propagation of sound waves. In flat-space-time the sound speed can be written, for ideal fluids, as a function of
pressure and density. Here we are going to compute the characteristic speed of waves in a relativistic magnetized
plasma. For simplicity we will neglect gravity, and derive the solution first in the comoving frame, and later trans-
form to the laboratory frame.

We recall that in Ideal MHD the comoving electric field e# = 0, then
F* = kb — "V = u, b =uu, F** =0 and V,F™ =V, —u’bH) =0 (2.125)

where the first relation comes from the anti-symmetry of the electromagnetic tensor. Contracting the last one with
u, and b, one has:

u, Vy (uhd” —u’b") = (w,b")Vpu! + o v Vb, — (uu”)V 0 + eV,
= wu'Vpb, + Vb =0 (2.126)
b,V (uhd” —u’b") = (b,b")V,u +0"u!V b, — (byu”)V 0" + 10V yu,
= VV,ut +ulV,0% /2 = b6V, =0 (2.127)
As was done in Eq. (1.80) we take the contraction of energy-momentum conservation with the four velocity:
w Vo T = w, Vo TG + VT8 = Vi TG = v Vup + IpVyut = 0 (2.128)

where we have make use of Eq.s (2.17)-(2.21) for the electromagnetic part. In Ideal MHD the internal energy obeys
the same equation as in a perfect unmagnetized fluid. Now for an Ideal perfect fluid where entropy is conserved
P X pF, one has:

0 D 1 1p p+r—sp 1
il =_- - F_- =17 _ - 2.129
ap(p+r1> T—1'Tp Tp 2 (2.129)
then, using mass conservation:
1 Tr V4
utV,p + I— 1u“VMp + ﬁpvuu“ +pV,ut = 4 CQ“p + phV,ut =0 (2.130)

where we recall that the enthalpy is ph = p+I'p/(I'—1). We can also take the contraction of the energy-momentum
conservation with the magnetic field b,,, and by using Eq. (2.126) and Eq. (2.23) one has:

V. (T"b,) = TH'V b,

V(e +p+b*)utu’b, + (p + b2 /2)b" — bb%] = (e + p + b*)ulu”V b, + (p + b2 /2)V b — b6V b,

Vul(p —02/2)b4] = —(e +p + b2)V 0" + (p + b2 /2)V b — bV 0% /2

bV ,p = (e + p)uu”V b, (2.131)
At this point following what was done in Sect. (1.9) we take the orthogonal projection of the energy-momentum

conservation. Focusing on the electromagnetic part, with the use of Eq. (2.126), Eq. (2.131) and Eq. (1.80), one
gets:

GuuV, TH =V, [b*utu, + 64b%/2 + b"b,] (2.132)
VUMV it + ueb® Vo ut + ugut Vb7 4 Vb2 2 — bV by, — b,V b
b2, ut
= bQu“V,LuH + Vb /2 + u,m“V,JF —b'V,b, — %Vup + bout'u’V b,
b2, ut

1
= burV,u, + Vib? /2 + uuh'V 0% — bV b, — Vup+ p—hbﬁbﬂvup

phcg
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and together with Eq. (1.82) for the fluid part it gives Euler equation for Ideal MHD:

b2utu,  bMb.

phc3 ph

(e +p+ b)u"'V u, — bV by + (88 + 2utu, )b, V0" + <§g + utu, — > Vup=0 [(2.133)

One can the define a total enthalpy wio; = e + p + b% = Phmag.

2.4.1 Perturbative MHD Waves

Euler equation can be quite complex in the general case, but it simplifies greatly in the comoving reference frame
where u# = [1,0, 0, 0], so we will just consider perturbation in the comoving grame and then show how to trans-
form to the lab frame. In the absence of gravity and assuming uniform background quantities, there is no pref-
erential direction, so one can chose a reference system with the z—axis aligned with the wave vector, and using
cartesian coordinates, the covariant derivatives can be substituted with partial derivatives. Moreover we recall that

for first order perturbations we have the following conditions: w/u, = —1 = 6u® = 0, and b'u, = 0 = b =0
and 0b° = b'du;. Now perturbations are chosen in the form:
q = qp + e(6g)et " (2.134)

where ¢y, is the uniform background value.
Recalling that Vg = 9y and V, = J,, from Eq. (2.126), we have:

o0b° + 0,0b" = —uu’dpbby = 006" =0 = " =0 (2.135)
Induction equation gives:
V,(uhb” —u’b*) = 9p(u’b” — u’b") + 0, (u*b” — u”b") = 0 (2.136)
and for the v = y and v = z components one has:
uP 0o (6bY) — Dp(0u¥b® + u?b%) 4 0, (6u”bY — Su?b®) =0 = 9:6bY + bY9,0u” — b"9,0uY = 0(2.137)
10y (9b%) — 9o (6ub° + udb°) + 9, (Ju™b* — Su*b™) =0 =  0;6b% + b7 0,0u” — b d,0u” = 0 (2.138)
Conservation of internal energy Eq. (2.130) becomes:
udydp + phcf@xéuz =0 = 0Op+ phci@m(;u“’ =0 (2.139)
Finally Euler equation:

Wit Dpdut — b7, 66" + [b;0,0b] + 2uldu” [b;00b] + Opp +

+u’5uk[1 — b2/ phc?)dop + [b°b* / ph]0,6p = 0 (2.140)
and the various components are:
Wiot O 0uU” + bY0,60Y + b* 0,60 + [1 + (b)?/ph]0,0p (2.141)
Wit Opdu? — b0, 0bY + [b°bY / ph]0ydp (2.142)
Wit Opdu® — b*0,0b% + [b*b® [ ph)0,0p (2.143)

The equation can be written in a compact vector form introducing the displacement vector dq = [du”, du¥, du?, jb¥, 6b%, dp),
as:

w8 — k.C8q — 0 (2.144)
with
L
c_| 0 0 00 g A0 (2.145)
oo = 0 0 0 0
o0 b8 0 0 0
phc 0 0 0 0 (U
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the only non trivial solutions requires that the ratio w/k, is equal to ¢;ypq, one of the eigenvalues of the matrix C.
Such eigenvalues correspond to the phase-speeds of the waves in MHD. The determinant of the matrix C — cyypg 1
is:

Wiot (CopaWiot — b2) [Winy Couna — WeotCopa (b° + phe? + bic?) + b2c2 (ph + b%)] (2.146)

There are 6 roots corresponding to three couples of waves:

= Alfven waves for which:

Chnd = €3 = b /wiot (2.147)
8q = [0, £b. /\/Weat, Fby /r/Wrar, —bs by, 0] (2.148)

which as one can see correspond to incompresible waves dp = 0, with velocity fluctuations parallel to the
magnetic fluctuations du’* = —db*/\/Weot

» Magnetosonic waves for which

chy = Rl + 2+ (2= )] + 22 =0 (2.149)
6q C2 C2 bl’by Cg —1 C2 bxbz CS —1 Clzl’ls — Cicz CI?HS — g, g phc2 (2 150)
57 4o C?ns - Cg, " wiot CI2IIS - 01217 Y C?ms - Cg T 612115 - 0121 7 ° '
where ¢, = b? /wiot. Obviously these are compressible modes, and can be divided into fast and slow magne-
tosonic:
1 ph + b2 ph + b2 2 b2
2 2 2 x 2 2 z 2
Cims = = |C c — c c —4c 2.151
sms 2 m + s Wot \/< m + s Wot s Wot ( )
1 ph + b2 ph + b2 2 b2
2 _ 2 2 x 2 2 z 2
Cims = = |Chy T € + i +c —4c 2.152
fms 9 m s Wrot \/( m s Wrot s Wot ( )

As in the non relativistic case, the fast magnetosonic speed is always greater than the Alfven speed which is
always larger than the slow-magnetosonic one. In the two peculiar case of parallel b2 = b? and perpendicular
b, = 0 propagation one has:

=2+ -2 2 =0 for b,=0 (2.153)
2 . = Max[c?, 2] 2. =Min[c?, 2] for b2 =102 (2.154)

2.4.1.1 Transformation to the Lab Frame The solution of the eigenvalue problem in the laboratory frame can
be obtained from the one in the fluid frame via Lorentz transformations. Let (&, IAc) be the wave four-vector of
a wave propagating along the x-axis of the laboratory frame (l%y =k, = 0). Where we used the hat symbol to
indicate quantities measured in the lab frame (while un-hatted letter will be used for the quantities measured by the
comoving observer). The phase velocity of the wave in the laboratory frame is ¢2 = @?/ k2, but in the frame of a
fluid moving with four-velocity (¥, 4®) one has:

w = Ao—k-d) (2.155)
by = Ak —wo) (2.156)
ki = ki (2.157)
which gives:
ko= k——To+4 < s —@@) — kb [ _Y5-1) —m] (2.158)
v v v
K o= B 442k — cko)® = kT + kT + k(57 — 1) + 47k2%0° — 292k é0,

. . . k242 . . . .
— R PR AR + TR - 1) — 2820, = P — PR+ %R —6,)2 (2.159)
v
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Hence in the fluid frame one has:

2208 A )2
2 V€~ ) (2.160)

T I A2(C— )2 — &2

C

This equation allows us to relate the phase velocity of the wave in the laboratory frame ¢ to the phase velocity of
the same wave measured in the fluid frame c. For us this is just one of the wave speeds of the MHD modes found
previously. The next step is to transform the four vector of the comoving magnetic field (I;O, B), measured in the
laboratory frame, into the one measured in the comoving frame. Such transformation is identical to the one done

for the wave-vector:

C [aBe+ies? o] . [aBreti— i -G+
_ hg [IBOENVT o)y [IB 00 (3 +1)
A+1 y+1
R 270
B S 2.161)
y4+1

where we have used the relations between comoving magnetic field and the Eulerian magnetic field given by
Egs. (2.41)-(2.42), which imply ~(b,v") = (B;v")[1 4+ v?]. Then, combining Eq. (2.158) with Eq. (2.161), one
finds the parallel component to the wave vector in the fluid frame to be:

L. 550 . ko 550 k-o
kb = kb—k-o|- " |+b-0|Y452 o5 02| AP R
y+1 y+1 Y+1] [4+1
~270 - ~
coa p e ge | 47D k-v 270 | 22(F & 20204
— hb—Ab-o)he+ 0%he | - . [—bJr b-d)—b 71}
A( )cvc7+1 il ¥7(b-0) = 0°4(F —1)|]
o . R R 5270 kE.-b 50(1 + ;),2{}2)
— k-b—A(b-o)ke+ 0%he | L ; 5052
Y(b- v)ke + 07ke ranl Rt dl o 52 ]
L TA232 1442452 o
-k b+kéb0[7” _ +7U}:k-b—kébo (2.162)
y+1 gl

Given that in our previous computation of the wave speeds in the comoving frame, we assumed the wave to
propagate in the x-direction, one has:

o (kbR (=)

R N (R (2-163)

At this point, one can apply this relation to the various wave speeds. We begin by taking into account the Alfven
speed:

(BT - éaBO)Q 2 2 wtot;yQ(éa - Ua;)g
=b; = wio = 2.164
1+'?2(éa*@m)2*é§ T Wiot Cy, 1+’?2(éa*@z)2*é§ ( )
(b" — ,b°) = %/ Weor7(Ea — D) (2.165)
which gives:
s i)m + @x\/ Wrot (2.166)

b0+ ’3’\/ Wtot

In the same way we can substitute in the equation for the magnetosonic waves Eq. 2.149. Recalling that ¢5 = ¢,
¢m = Cm, because they are given in terms of scalar quantities like density pressure and b2, which are independent
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of the observer, we get:

4

~AfA ~ A2/ A
Y (Cms - 'Uav) Y (Cms Uov) A2 | A2 22 A2
(1 + &z(éms - ﬁr)z - 6?115)2 1+ AQ(éms @1)2 - ér2ns (Ch T e Cm) "
22 e — D 2 32
vz fio = %)” t —
1+ 2(Cms - Ux)Q — Chs | Wtot
(2.167)
Wiot Y (Ems — 02)*[1 — (€2 + &5, — 2¢2))] — wiotH* (6ms — 02)* (62 + €3, — €260,)[1 — e+ 2.168)

+E2 [1— 2] (b — Cmsb®)? =0

which corresponds to the fourth order equation whose roots define the magnetosonic speed in the laboratory frame.

2.4.2 Circularly Polarized Alfven Waves

It is well known that circularly polarized Alfveén waves are an exact solution of non-relativistic MHD. We will show
here that they are also an exact solution of relativistic MHD. A circularly polarized Alfven wave, propagating along
the z-direction has the following form:

vy =0, vy = Vepasin(cat — ), vy =Vepacos(cat —2) = ~v=(1- pra)_l/z = const

By = By, By = Bepasin (cat — @), B. = Bepa cos (cat — 1) (2.169)

p = const, p = const

Then, recalling the relations between the Eulerian and comoving magnetic field Egs. (2.41)-(2.42), one has:

bp = Y(B - v) = yBcpaVopa = const (2.170)
b, = B,/ = const (2.171)
b, = By /7 + bovy = YBepa(Vepa + 7 2) sin (cat — ) = bepa sin (cat — ) (2.172)
b, = B./v + bovs; = YBecpa(Vepa + 772 cos (cat — ) = bepa €08 (Cat — T) (2.173)

which implies that b = const, and ¢, = b /(b° & v, /Wier) = const.

Let us now consider Euler equation Eq. (2.133). The last term with the pressure gradient vanishes. The terms
with bV b, = Vﬂb2 also vanish, then one has:

Wit Y(Optty) — b00;by — b"0by =0 = wWiorY CaVepa — 0 Cabepa + bubepa = 0 (2.174)
(2.175)

and an identical one for the z-component, while the x— component vanishes. Then Euler equation will be satisfied
if the velocity and magnetic field are related according to:

bC a bC a BC a . .. . . .
Vepa = L L — ——P% in the non — relativistic limit (2.176)
2

Y/ Wtot \/bcpa + Weot v/ Wtot

2.5 Strong MHD shocks

As discussed in Sect. (1.12), a shock is a discontinuity in a flow field that develops when the local flow speed
exceeds the speed at which disturbances can propagate. For a fluid this is just the sound speed, and shocks form
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in supersonic flows. In the case of MHD, as we saw in Sect. 2.4, there are 3 possible wave speeds: the slow
magneto-sonic, the Alfeenic, and the fast magneto-sonic speed. To each of them one can associate a discontinuous
jump, where some of the fluid variables change abruptly.

In general the jump properties are quite complex, but in the simple case of transverse MHD, when the magnetic
field is perpendicular to the flow speed, and to the normal of the shock front, they can be greatly simplified. This
corresponds to the case b, = 0 (the shock normal can be identified with the z-direction of Sect. (2.4), which
according to Eq. (2.147) and Eq. (2.153), has ¢, = 0 and cs;ns = 0. The only real wave is the fast magneto-sonic
wave, and the only possible jump is a fast magneto-sonic shock.

Following what was done in Sect. (1.12), we write the relativistic conservation laws for the mass, momentum,
energy, and magnetic field flux as:

[Ypv™Tu = [ypv®la 2.177)

[(ph + b*)y20™v® + p + b2 /2]y = [(ph + b*) Y2 0™0® + p + b%/2]q (2.178)
[(ph + b*)v?v®0Y]y = [(ph + b?)y?v™0Y]q (2.179)

[(ph + b*)7*0"]u = [(ph + b%)7y*v"]a (2.180)

[b*yv®]u = [b*y0"]a (2.181)

where p, h and b? are the density, enthalpy and magnetic field energy density in the comoving frame respectively,
~ and v are the flow Lorentz factor and velocity measured in the shock frame, and the subscripts u and d refer to
the upstream and downstream sides of the shock.

Now, let us consider a cold (p, — 0, hy — 1), ultrarelativistic (v, > 1, v} = v, = 1 — 1/275) flow cross-
ing a stationary shock, with purely normal speed (v¥ = 0). Then the post shock flow will also be purely normal
vY = 0 = v} = vq, and the magnetic field will remain perpendicular b7 = b, = b3 = bgq. As we have shown
in Sect. (2.3.2), this is a reasonable approximation for a magnetically dominated (force-free) wind at distances far
larger than the Light Cylinder, given that at large radii the speed (drift velocity) becomes radial, while the magnetic
field becomes azimuthal. As we will show in Sect. (2.8), this also holds for MHD winds. So we are here describing
the so called termination shock of a magnetized relativistic outflow from a compact rotator.

In order to further simplify the equations, we make also the assumption that the adiabatic index downstream of
the the shock is 4/3, appropriate for a relativistic fluid with p = e/3. We then proceed to introduce the following
normalizations:

Pd = CpPuYu Pd = Cppufyg bg = Cbbu')/u (2.182)

Then the equations for the jump become:

Yupull — ¢pyaval =0 (2.183)
V2 12pu + 26%] — [2(¢p upu + 43P + EO2A2IVI0E 4 26,72 pu + 2N = 0 (2.184)
Yelpu + b2 = yulpule, + depmn) + bicpru)viva = 0 (2.185)
buull — eyyava] =0 (2.186)

The first and the last equation have solution:

1

YdvVd

Cp=Cp= (2.187)

At this point we introduce the so called magnetization parameter of the upstream flow, defined as o = b2/py,
which is just the ratio of Poynting flux to kinetic energy flux, and using the solutions Eq. (2.187), we can solve
Eq. (2.184) for ¢):

292 pull + 0] = 2907avapu + 2¢ppurall + 4Y503] + 200y + opuvi/(Yi03)

2¢p[1 + 4v3v3] = 2 — 2yava/ % — 0/ (V3v3)

. = 27303(1 — yava/ ) — o 2—0/v3v3
29303 (1 + 493v3) 2+ 874v

in the limit v, — oo (2.188)
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Substituting the solutions for ¢, ¢, and ¢, in Eq. (2.185) one finds:

Yapull + 0] = Y2pulva/u + depyiva + 0 /vd]
[1 + U]Ud = [Vdvd/'Yu + 461)’7(21”(21 + U}
[va — o(1 = va) = yava/y][l + 473vi] = depy3v[l + 4y3vi] = 1303l — vava/ya] — 20
—Yava/Yu + va[l + 473 (v3 — va)] + o[l + va — 49303 + 49303 =0 (2.189)

which in the limit v, — oo reduces to

o+ vq + 2004 — 302 — 3003
va[l + 473 (03 = va)] + o1 + vg — 49303 + 47203 = d : iv d d _q (2.190)
d

where we have used the fact that 1 — Ui =7 2 Then the solution for the downstream velocity is:

_ 1+20+ 1+ 160 + 1602
B 6(1+ o)

V4 (2.191)

which shows that for a strong shock, in transverse MHD the post shock properties depend only on the magnetization
of the upstream wind. In Fig. (2.2) we show the post shock quantities as a function of the magnetization. In the
limit of small magnetizations vq — 1/3, while in the limit of high o one has 74 — o. Note that downstream of
the shock both pq and b2 are much larger than pq, which justifies the assumption of a relativistic hot plasma that
we have done in choosing the downstream adiabatic coefficient 4/3.

Figure 2.2  Jump conditions at the Termination Shock. Downstream value of the velocity (blue line) normalized to the speed
of light, pressure (green line), and magnetic energy density (red line) normalized to the upstream wind ram pressure, as a
function of the magnetization parameter.

2.6 Axisymmetric Stationary Outflows

In Sect. (2.3), we developed the theory that describes axisymmetric force-free solutions, and in Sect. (2.3.1) we
derived the so called pulsar equation that defines the electromagnetic structure of the outflow.
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In this section we will extend those results to the more general case of axisymmetric stationary Relativistic MHD,
including the presence of a plasma, that contributes with oits density and pressure, to the dynamics. Following
what was done in Sect. (2.3.1), we adopt here a spherical coordinate system [r, 8, ¢, and recall that the metric as-
sociated with steady-state rotating sources, in the 3+1 formalism is given by Eq. (2.49). In Sect. (2.3.1) we showed
that the equations can be casted in vector form, such that the results will be independent of the assumed system of
coordinates, and we will do the same here whenever convenient.

Figure 2.3 The concept of magnetic surfaces.

We choose a reference such that the §# = 0 polar-axis is coincident with the rotation axis and the symmetry axis
of the problem. The symmetry of the problem is such that the solution will be independent on the azimuthal angle
¢, 04 = 0, and stationary in time J; = 0.

2.6.0.1 Magnetic Flux The exact same argument developed in Sect. 2.3.1.1 apply, and we can again define the
Euler potential ¥ such that:

1
,?1/2

1

0 _
80\:[/, B 77@

V-B=0 = V-B,=0 = B =

o, (2.192)

where B, is the poloidal component of the magnetic field. Again B*V;¥ = 0:: the poloidal magnetic field lines
are orthogonal to the gradient of U. This means that the surfacesV = const represent the magnetic surfaces defined
by the rotation of the poloidal field lines around the symmetry axis. Magnetic field lines lay on these surfaces. In
MHD one has the same concept of magnetic surfaces that one has in force-free.

It is possible to give a physical interpretation of the meaning of the Euler potential, using the covariant Stokes’

Theorem, that realtes the integral of a divergence of a vector field V# oven an hyper-volume V to the integral of
the flux of the field V* over its hyper-surface S:

/v#w\/gd"x:/n#w\/%dnflx (2.193)
1% S

where g is the determinant of the metric tensor, n,, the vector field normal to the hyper-surface S, and 7 is the
determinant of the induced metric. Let us take a spherical shell centered on the origin, bounding a spherical
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volume. Then following the same approach used to developed the 3+1 decomposition of the four-dimensional
space, we can do a 2+1 decomposition of the three-dimensional space:

ni = [V 0,0, 27 =i — iy (2.194)

where the different sign in the last formula, comes from the different normalization (signature) of the three-
dimensional space: n;n* = 1. Then one can define a flux through a surface (not necessarily the boundary of a
domain). Let us take a spherical cap at r = r,, extending from the axis # = 0 to a colatitude 6,:

0, 0o
/ n,B*\/00 V45 d0d¢ = 21 / B"3'/2df = 27 / (09|, =r,)dO = 27U (7,, 0,) (2.195)
S 0 0

We see that W represents the total magnetic flux contained within the magnetic surface it itself labels. This
implies that the magnetic flux between two magnetic surfaces AWV is conserved. This is just a special case, of a
more general property related to the solenoidal condition of B, stating that the magnetic flux along a magnetic tube
is conserved.

2.6.0.2 Electric Field Again we can follow Sect. (2.3.1.2), to characterize the properties of the electric field,
recalling that now, in the presence of a plasma, we can not use the force free condition but we have Ohm’s law.

Repeating the former discussion we recall that axisymmetry implies 0y Ey = 0 — E4 = Ey4(r,0), while
stationarity, together with Eq. (2.30), gives:

Vx|[aE+ 3 x B]=0. (2.196)
The 7 and # components of such equation will be:
"9 Ey) = 0, "0, [aEy] = 0 (2.197)

which implies that aF is a constant, independent of r and 0, and then we can set £ = 0. The ¢ component of
Eq. (2.196) is equivalent to Eq. (2.60) then one can follow the same reasoning to find that:

oE = VO +wVV¥ (2.198)

It is interesting to note that Ohm’s law in Ideal MHD, tells us that the electric field is perpendicular to the magnetic
field. This is the same geometrical constraint of the force-free case so that Eq. (2.64) holds: & = ®(V), and
Q(¥) = —d®/d V. Now, recalling that for the poloidal components B7 = /9, ¥, we get:

Ei = —a Q- w|V,¥ = —a7'[Q - w][jig]7/? B! = a7 [Q — we;n B 6L (2.199)
given that the electric field is purely poloidal.

2.6.0.3 Velocity field At this point we can make use of the Ideal MHD condition to derive the relation among
electric field, magnetic field and fluid velocity. While in force free the concept of fluid velocity is not well posed
(we defined a drift velocity), for a fluid the velocity field is well defined, and it is the electric field, that is usually
seen as a derived quantity. Ideal MHD tell us that:

E; = e, B7v" (2.200)
hence:
e BV —a Q- w]0f] =0 = " =a7'[Q—w]s)+kB" (2.201)

where k is an arbitrary scalar function. In vector form:

v= T‘“’R% 1 kB (2.202)
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The motion of the fluid is the combination of a rigid rotation on the magnetic surface, and a motion along the
magnetic field. () represents the rotation rate of magnetic field lines. The motion of a fluid particle can be
interpreted as a combination of the dragging by magnetic field, and the sliding along it. This relation is known as
Ferraro’s isorotation law. It implies that the flow surface (defined by the poloidal velocity field), are coincident with
the magnetic surface: matter flowing between two magnetic surfaces will remain between them. The determination
of ) depends on the conditions at the footpoints of magnetic field lines.

2.6.0.4 Mass Flux Let us now turn to the equation for mass conservation Eq. (1.59). The 3+1 steady state mass
conservation reads:

V- [vplav — B)] = Vi [vp[( — w) + w]8l + aypkB'] = V - (aypkB,) = B, - V(aypk) =0 (2.203)

where the J, = 0 because of axisymmetry. This implies the existence of another quantity that is constant along
the magnetic surfaces: kayp = F(¥). It si possible to show, by making use of Stokes theorem, that this quantity
is related to the mass flux. The total mass flux M through a spherical cap S at a radius r,, coaxial with the
symmetry-axis, and extending from 6 = 0 to a colatitude 6,, is:

0o
/ niyp(av® — B/ AeoTgedfdé = 2m / apykBT5Y%d0
S 0
0o v, )
= 27r/ F(\I’)GQ\PdGZQW-/ F(U)d¥ = M(U,) (2.204)
0 0

where 27 F(¥) = dM () /dW. It is immediately evident the meaning of F/() as the ratio of the mass flux to the
magnetic flux along a magnetic surface. The above equation also shows that the mass flux between two magnetic
surfaces AM is constant.

2.6.0.5 Angular Momentum Flux Let us now turn our attention to the azimuthal component of the momen-
tum conservation law. We keep the fluid part separated from the electromagnetic part, in order to simplify the
computation. The electromagnetic contribution wil be dealt with via its Lorentz force as:

v, T = JMF;L (2.205)

7 matter

For the matter component we will adopt the 3+1 splitting of Sect. (1.5), while the Lorentz force will be dealt with
in terms of the associated charges and currents as in Sect. (2.2). Using Eq. (1.79), for the matter component and
recalling that the azimuthal component of the electric field vanishes we have that for j = ¢:

(a7"?) 7072 phv'vg + pdl] = ey 1’ B (2.206)
where we have set 95 = 0 and V;3° = 0. Mass conservation ensures that 9;[7/2aypv’] = 0, and we can set:
aa v pu'd;[yhug) = egire’'® BRO)[aByla? (2.207)
then, recalling that 00, = v - V= vp V we have:
aypvid;[yhug) = 0t B*9)[aBg] = B'0;[aBy] = (2.208)
But v, = kB, hence:
aypkBi0;[yhvy] = F(¥)B,, - V[yhvg] = By, - V[F(¥)yhvg] = B, - V]aBy] (2.209)
and
B, - V[F(¥)yhvg — aBg| = 0 (2.210)

That defined a new quantity that us conserved along magnetic surfaces, and that corresponds to the specific angular
momentum:

By
L(V) = vhug — 2.211)
(¥) = vhvg ok
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2.6.0.6 Energy Flux The final quantity we will consider is related to the poloidal part of the momentum equa-
tion. We will again use the same approach as before. We begin with the energy conservation law Eq. (1.69). For
an axisymmetric flow in the metric induced by a rotator 3'9; = ﬂ¢0¢ = 0 and 0;3" = 0, such that one has:
X7 2a(phy*v’ + €9¥E; By)] = —3'2[phy*v’ + €% E; By]o;a +
2 phy*v vy — E'Ey — B'By + (p+ E* /2 + B?/2)7}]0,5” (2.212)

which simplifies as:
O 2a® (phr*v' + €97 E; By)] = a3 2 [phy*v'vg — B' Byloi5? (2213)

given that £y = 0 and ’yéﬁi = 94 = 0. To simplify the overall derivation let us just assume that 3¢ = —w = 0.
Then one has

0i[7'/2a® (phy*v' + ¥ E;By)] = 0 (2.214)

Now This can be further developed, using mass flux conservation and recalling that the divergence of any vector
field is just the divergence of its poloidal component:

A2 (phy?))] = AY2apyvid;[avh] (2.215)
al[ 2z 1/2€z]kEjBk] _a[ 2~1/2 ijk:e_l ’UleBk]
= 0,[a®3/2(5{o%, — 61,67 ' B™ Bi] = 0;[0*3"/(v' B> — B By))]
= 0i[a*3"2(kB'B? — B'[kB* + o (Q)85] By,)]

)
= —3i[3'?B'()aBy] = —7Y/*B'9;[()aBy] (2.216)

where we have used the solenoidal condition on the magnetic field. Hence we find:
apyv'd;layh] — B'0;[QaBy] = 0 (2.217)
Recalling that v’0; = kB'0; then:
apykB'd;layh] — B'9;j[QaBy] = F(¥)B'0;[ayh] — B'0;[QaBy] = B'V;[ayhF(¥) — QaBy] = 0(2.218)

This again states that there is along magnetic surfaces another conserved quantity related to the energy flux:

H(V) =avhF(¥) - QaBy; = DB(¥)=ayh— — (2.219)

and the related Bernoulli Integral, which generalizes to the MHD case the relation found in Sect. (1.14).

2.7 Acceleration of radial relativistic winds

Let us consider here the simplest case of an outflow where the magnetic surfaces are radial and containing only
a purely toroidal magnetic field. We have seen that the split-monopole solution of the pulsar equation, at large
distance from the Light Cylinder, indeed corresponds to a radial flow, where the toroidal magnetic field is much
larger than the poloidal component.

For a purely toroidal field, the conserved quantities that we have previously derived, are not well defined any
longer. For example the rotation rate ) cannot be defined consistently, because, there is no such thing as the ro-
tation of a purely toroidal vector field. In the same way one cannot define properly a magnetic surface, given that
there is no poloidal field. It is however possible to define a flow surface, from the poloidal velocity. The two are
coincident in the limit B, — 0. One needs to go back to the original conserved flux of RMHD and derive new con-
served quantities. Let us consider for simplicity and axisymmetric purely radial outflow vg = 0, L =0 = vg = 0,
and v = v". Far from the central source the metric can be assumed flat « = 1 and R = rsin (). The surface
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transverse area between two nearby flow/magnetic surface, will scale as 2.
Mass flux conservation implies:
ypur? = const ypr? = const = M forv — 1. (2.220)

Let us now turn our attention to the spatial components of the momentum equation, and let us contract them with
the velocity.

AT (o oy 4+ 3Y2p8i] = (312)[(phr?o*o* 4+ py ) /2] =
= (3Y?)[peE; + €juI' B¥] (2.221)
Recalling that the electric field in Ideal MHD is perpendicular to the velocity field one has:
VO (po s+ 3 Ppoi) — (32 [(phy oM o* + py ) 0 /2] =
— ,71/2 el I'BF (2.222)
J
F1/2n i

Now we proceed to do some simplifications, for example 0; (¥ 1/2) = ivii /2, so that we have:

VO Pypo heyos) W O[3 2p] = (3Y2) [phy Pt ot ed 9 2] — po? 9;(31) =
= (7"?)er05v"1°B? (2.223)

Now v" = v, and v,, = 1. Moreover we can introduce the ortho-normalized magnetic field. Setting By =
rsin (0) By, and B = r~'sin (9)_1343 , we can simplify’:

v"0pp + ph™H(yhv" )0 0;[hyv,] = phT 0" 0.h% /2 + ph "0, [R2y20?] /2 = (2.224)

= ph™ "0, [h*y?v2 — h?]/2 = ph™ "0, [h*4?]/2 = pyv" O, [hy] = (2.225)

= 57129, (B¢,)B¢’ = =32 0,(rB,) B, (2.226)
and one has:

Y2y 120, ] = 0, [r? phy*v] = —UT&«[TQBE] = —"0,[r*B?| (2.227)

where we dropped the label  and ¢ from the velocity and magnetic field.
In the limit of radial speeds approaching the speed of light v — 1, the v & const, and one has:

(pv2h + B*)r? = (ph + b*)v*r? = const = H (2.228)
where we have introduced the comoving magnetic field b = B/~.

It is evident that H/ M represents the maximum achievable Lorentz factor of the wind, once all pressure and
magnetic energy are converted into kinetic energy. It is also evident that to get a high Lorentz factor, one needs
either b > 1 or b*/p = o >> 1 at the base where the wind is launched. The parameter o represents the magnetiza-
tion of the wind.

The case of a purely thermal wind was discussed in Sect. (1.14). Where it was found that the flow accelerates
linearly up to a point where all thermal energy is converted into kinetic energy.

Now let us consider the case of a cold wind with a strong toroidal magnetic field. The mass flux still provides
the radial behavior of the density vp oc r—2. The flux freezing condition instead provides the radial behavior for
the toroidal magnetic field:

Or(v,Byr?) =0 = Byocr™! bocy trt (2.229)
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then one has:

H b2 const
i ( 5 )y = (

)y = vy =const (2.230)

implying that in the case of a purely toroidal magnetic field, no matter how big is o, there is no acceleration.
This can be understood by looking at the magnetic energy. As a shell of flow moves outward with speed — c its
thickness &7 stays constant, and its volume V' oc r2. The magnetic energy will go as V B% = const. There is no
change of the magnetic field energy as the flow expands, and by consequence no acceleration.

2.8 The Monopole Solution and the &'/3 limit

We have seen in Sect. (2.7) that a radial relativistic outflow, dominated by the toroidal magnetic field, does not
accelerate. However, inside the Light Cylinder the magnetic field is mostly poloidal, and even outside the Light
Cylinder the ratio of the toroidal to the poloidal component scales as r. So the question to ask is, if in a monopo-
lar outflow the wind can accelerate to high speeds with high efficiency, before the asymptotic toroidal dominated
regime is established.

In order to simplify the analysis we will consider the case of a cold p = 0 wind, and we will focus just to
conditions at the equator sin # = 1, where the magnetocetrifugal driving is going to be stronger, and where most
of the energy flux is concentrated. For the typical strong magnetic fields, characteristic of compact objects, that
are the prime engine for this kind of outflows, the cooling (via synchrotron) timescale is very short. Any thermal
energy will then be rapidly dissipated into synchrotron radiation.

To simplify what is going to be a complex derivation, we will consider the case of a flat space-time in spheri-
cal coordinates: z# = [t,r,0,¢] and g, = diag[—1,1,72, r? sin?@]. In this case one can greatly simplify the
derivation using physical-vectors (which we indicate as v;) instead of covariant and contravarint ones. The compo-
nents of a physical-vector are its ortho-normaized components. Given the metric choice we have done and the fact
that we have chosen to consider a purely radial flow vg = W =0= vy =0,v" = v, = vp and vy = rsin (0)v¢.
For simplicity we will drop the hat and assume all vector components (including the magnetic field) are ortho-
normalized.

2.8.0.1 Flow Invariants For a radial, equatorial (sin (#) = 1), outflow one can immediately define a conserved
magnetic flux, according to Eq. (2.192), and a conserved mass flux according to Eq. (2.203)as:

ypupr? = puyr? = F, B,r? = dp (2.231)
while the azimuthal velocity obeys Ferraro’s Isorotation law, Eq. (2.202)
B¢ B¢ (’U¢ — Q’I")
= Q r— = _———— 2.232
Vb r+ov B, B, o ( )

where (2 is the rotation rate of the magnetic field, that in the case of a rigid rotator, corresponds to the rotation rate
of the central engine.

The other two conserved quantities can be obtained from the specific energy and net angular momentum flux,
that in the case of a cold plasma & = 1 read:

QBgr QOByr2r QB;®pr
H = v — 4 =7 bt A > =7 - P T BT 5
kpy kpyr pYkByr
QOB OB
R et LA Ll (2.233)
PYURT F
B >, B *v, B,
FL = Fyrv,— Dol 7P r = Fyrog — Dol YPrUr Or
pvk pYVr

= Fyrvg — rB¢r2BT = Fyrvg — By®pr (2.234)
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With these we can also define a new conserved quantity as G = FL/Q®%.

Using the isorotation law Eq. (2.232) one has:

v - GQ‘I)QB B¢¢)BT - GQ(I)% + BT(U¢ — Q’/‘)(I)B’I“
¢ = Frr Fyr — Frr Fryvpr

B, ® B? Q . 2
= vd,[l— B]:vd,{l—;Q}:T[Gvf—BrcI)B
-y puZry Fryv, cr

2.2 0
= [ng;y - 1} = G BI? — B2
puZy? - -1
= vy = Wr[Gu, — 1] { 1;2 - 1} = Qrlv, — 1] [M? —1] (2.235)
T

where we have introduced the Alfvenic Mach number M = pv2~?/B2. Regularity immediately tells us that the
constant G is nothing else than the reciprocal of the radial speed at the Alfvenic point M = 1.

The equations governing the problem can be cast in scale-free form using the rescaled quantities:

@2
Up = YUy Ug = YVg r=2x/ ?B =xl, (2.236)

such that M? = 22u,.. We can also introduce the invariant magnetization parameter:

ey 2
- F ¢
which basically represents the ratio of the energy flux in the electromagnetic component, oven the energy flux in
the matter component. Please note that this is an invariant, and is a constant of the problem at any radius. It should
not be confused with the ratio of the toroidal magnetic energy to the mass kinetic energy o, previously used in
Sect. (2.7), which might change due to acceleration.

Oo

(2.237)

One then has:
_ — Gu,

g = Qr[Guy —9] [2%u, —1] = o;/QmM = Uy (2.238)

By _ (e =) _ug—aQr _ pr [y—Gul  poy

B, YUy . ¢ up [1— 22u,] ° u,

2 2

_ 1/2£[$ 'YUT—GU/T] — 1/2 [.’I} ’Y_G] 2.239
w1 = 2%u,] o1 — 22uy) (2.239)

B, @2 oo/ By 12 (%7 — G]
H = v-Q B —~_ 20—y gy 2.240
K TBTTQ F 1222 B, ¢ T [1— 22u, ( )

Combining the definition of the Lorentz factor with Eq. (2.238), one has:

2 2 2 _ 2 2 [V — Gur]2
Yi=14ur +uy=1—u; — ooz =27, (2.241)
On the other hand the Lorentz factor can also be obtained from the solution of Eq. (2.240) as:
H[1 - 2%u,] — Go
1_20— QT:H1_2’I"_GO = = T i 2.242
which provides the following identity:
— Gu, 1 H[1 — 2%u,] — Go, H - G(o, + uy
- Gu] _ [ —2u] = Goo o (70 + ur) (2.243)

1—2%u] [1—22u] | [1—2%(0,+ u)] 1 —22%(0, + u))
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2.8.0.2 Injection Conditions At this point it is possible to simplify the problem even further by looking at the
expected conditions at injection. We are interested just in the effects of magnetocentrifugal acceleration, so we can
assume that at small radii x — 0 the speed goes to zero:

[v — Gu,] 1 — Gu,]

f e w0 _ 2044
orr — 0 then wu,—0,y— =0 [1—2%u,]  [1-2%(0,+u)] ( )

Using these conditions in Eq. (2.240), one can fix the specific energy H = 1 + Go,. Obviously a high Lorentz
factor can only be reached for o, >> 1, which is the regime of interest. Then Eq. (2.243) gives:
[v — Gu,] [1— Gu,]

1—22u,]  [1—2%(c0 +u)] (2.245)

2.8.0.3 Formal Solution Using these injection conditions, and equating the Lorentz factor from Eq. (2.241)
with the one from Eq. (2.242), one finds:

o 1= Gu,)? 1= 2%u, (1 4 Go,)]?
1 —uy —oox 1—22(co +u)2  [1—22(c0 + uy)?
[1—u2][l — 22(0y + up)]? — 0o2?[l — Gu,)? = [1 — 2%u,.(1 4+ Go,))? (2.246)

This is the formal solution of the problem, relating u,. to x for a given set of the parameters G and o,. However,
in this implicit form it is hard to get useful informations, in particular to solve it, or to constrain the possible phys-
ical solutions from the unphysical ones. It is possible to cast the formal solution into a form that will allow us to
investigate the parameter space and eventually select the only physically admissible solutions, and to derive their
properties.

To begin with, we will assume o, as a given parameter (in general this depends on the injection conditions at
the base, which are usually known), and we will use GG, the angular momentum flux to label the solutions in the
x — u, parameter space (plane). Solving for G, one has:

ool (0,2? —1)G? —20,ulr* G+ [(u? — o2 — 2ula? (0 +u, ) —uat + (0 +u, ) 2 (1+u?)x?] = 0 (2.247)

whose solutions are:

ooulat £ \/o,uza?[x2(o, + ur) — 12[oox2(1 + u2) — u2]

(0,22 — 1o, u2a?

Gy = (2.248)

Note that the the two branches G1 are mathematically distinct. We will show however, none of the two can be
taken as the real physical solution over the entire domain. The x — u, space will be partitioned into different
domains. The real physical solution will be represented by one branch in a given domain, and by the other in the
remaining domain, being the two equal at the boundary.

2.8.0.4 Parameter Space 1t is obvious that in the x — u, space, the region where the argument of the square
root is negative is an unphysical region, that must be excluded. It is also obvious that were the argument of the
square root vanishes the two solutions coincide. The argument of the square root can be written as:

o2 —1\°
ooulx’ (u + 2) (uZ(oo2® — 1) + 0,2%) (2.249)
x

given that u,. > 0 for outflows, and = > 0, we immediately see that for 0,22 > 1 the argument of the square root

is always positive, and the entire 2 — u,. space is admissible. Instead for 0,22 < 1 one finds that the region defined
by (u2(0,2? — 1) + 0,2%) < 0 must be excluded. This implies a boundary C,, of the admissible domain such that:

0ox2 5
ur(Co) = m for o,2° < 1 (2.250)
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Physical solutions exist only for v, < u,(C,). This boundary pass from the origin (z = 0, u, = 0), and
asymptotically approaches z = 1/ \ﬂao). Note that, for 0,22 < 1 the argument of the square root, Eq. (2.249),
has also a singular zero (such that its sign does not change across it) on a boundary C1 given by:

(1 — o,2?)
2

up(Ce) = for o,z <1 (2.251)

This boundary separates the region where G ;. is bigger than GG_ from the one where it is smaller. On this boundary
G, = G_. This boundary passes through the point 220, = 1, u, = 0, and intersects the boundary C, in the

1/3
ao/

point 22 = ( +0o)7 Y, up = O'},/ ®. One can thus partition the x — u,. plane into several domains as shown in

Fig. (2.4).

Figure 2.4 The various domains for the monopolar outflow solution: A is the domain of imaginary solutions. B the domain
where G+ > G, while C and D are the domain where G— > G4 and only G _ is regular at o,z = 1.

Excluding the domain A of imaginary solutions, one has:

* in regions D (220, > 1) and C (C+ (z) < ur(x) < Cy(x)) only the G _ solutions are acceptable, because they
do not diverge on o,x? — 1.
1 u?

G_(0,2% = 1) = —+ ﬁ Gi(0p2? = 1) =+o00 (2.252)

so they are the only one that can extend in principle from 22 < 1/0, to = oo, as we expect for an outflow.

* in the region B the only physically meaningful solutions are Gy which stay always positive while G_ change
sign. Given that G is related to the angular momentum, a positive value implies spin-up, while the physical
expectation is that outflows should spin down the engine. Moreover for u, — oo at finite radii G_ diverge.

2.8.0.5 Acceleration In order to understand the properties of the solutions at large radii, and in particular its
acceleration, we need to investigate the behavior of the function GG_, recalling that the iso-levels of this function
represent solutions of the RMHD equations for our problem. We begin by looking at its partial derivative with
respect to u,., which after some simplifications can be written as:

0 _ _* [oda® 4oy (ue® 1) 40 wa® )] 2253
Our Uy \/aou%:ﬁ (0022 + upa? — 1)% (u2 (0012 — 1) + 0,22)

Setting this to zero one can derive the location of the maxima and minima with respect to changes of u,.. We have:

%i_ =0 = 2 (uf — ao) (aoac2 +upa? — 1) =0 (2.254)
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obviously for 0,22 > 1 there is only a minimum at fixed  for u, = a;/ 3

u, — 0, 0o at any finite value of x .

, and G_ can be shown to diverge for

Atu, = a;/ % forx — oo, G_ (x — o0, u,) one finds the value of G of the solution representing the separatrix:

2/3 3/2
(0'0 + 1) -1 3 1
G_(x — oo, u) = . -1+ 223 for o, — o0 (2.255)
) 0o

As shown by equation Eq. (2.254) the location of the other zero (representing a maximum) coincides with the C1

boundary. We find that the intersection of the C4+ boundary with the C, boundary, is located at u,, = aé/ % This
implies that the allowed (A+C) space can be further divided into regions with separate behaviors, as in Fig. (2.5):

» region El represents solutions that at infinity have u, > oo/>, and G > G_(z — oo,u, = o/3). These
solutions however never go to u,, = 0 because they are bound to stay above the u, = o/ 3) curve (for the very
nature of the maximum). They are rejected because they do not represent outflows with the correct injection
conditions.

» region E2 represents solutions that have G < G_(x — o0o,u, = ¢'/3). These solutions do not extend to
infinity, and as such they are rejected because they do not represent outflows.

= region E3 represents solutions that at infinity have , u, < 0;/ 3, and G > G_(z — oo, u, = ot/ 3). These
solutions can be matched smoothly with solutions C; at the C boundary in order to obtain a total solution
that goes to u, = 0 in 2 = 0 because, on the other hand, they are bound to stay below the u, = o'/3) curve.
Given that the G solutions of region B for u,, = 0 the G, are finite only in x = 0 (they diverge for x > 0),
this ensures that all of them satisfy the correct injection conditions. They are the only physically acceptable
ones.

Figure 2.5 The various domains for the monopolar outflow solutions: A is the domain of imaginary solutions. B the domain
where only G are acceptable. El is the region of solutions that do not go to u, = 0, E2 is the region of solutions that cannot
reach x = oo, E3 is the region of acceptable physical solution that smoothly connect from the origin to infinity. The dashed

purple line is the v, = oo/? curve. Dotted lines are typical solutions (iso-levels of G3).

We still have to determine which of the many possible solutions of region E3 is the correct one. It is however
immediately evident that, no matter which one is selected, the maximum value of the terminal Lorentz factor will
be:

Yoo < /3 (2.256)
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This is the so called 03/3 limit.

Now H = 1+ Go, ~ 0,. This, in principle, constitutes the maximum achievable Lorentz factor, if magnetic
acceleration (conversion of magnetic energy to kinetic one) is efficient, as can be seen from the definition of H
setting B4 = 0. Unfortunately the solutions never achieve such high values, but the much smaller one a(l,/ 3. if one
has at the base of the outflow a value o, = 10 the terminal Lorentz factor is only 7., = 100, despite the invariant
H being 10°. This means that the outflow stays magnetically dominated to infinity.

It is possible to show that the true solution is indeed the one going to u,.(z = oc0) = 0(1,/ ®. This solution cor-
responds to the minimum of the angular momentum flux GG, which means that the torque on the central engine is
minimal. Given that the torque, like the energy flow, is mostly electromagnetic, this implies that this solution has
the smallest possible value of the magnetic pressure (Bg) at any given radius. This is of course the solution to
which the system will relax, the other solutions being all over-pressurized with respect to it.

2.9 Collimation and acceleration

It is evident that for a relativistic radial outflow, the efficiency of magnetocentrifugal acceleration, is small, and a
highly magnetized flow remains highly magnetized even at infinite distance.

We will consider here what happens if the radial assumption is relaxed, and one allows for flux surfaces with
different shapes, as in Fig. 2.6. For simplicity we will consider the case of a purely toroidal magnetic field. Obvi-
ously this is a limiting case, but if one gets efficient acceleration in this regime, then the same result will still hold
for a more realistic case of negligible (but not zero) poloidal field.

Figure 2.6  Collimated parabolic flow surfaces.

Ler us call dA the area bounded by two nearby flow surfaces, and v, the poloidal velocity. As in the case
of purely radial outflow discussed in Sect. (2.7) we assume no azimuthal velocity, v4 = 0, and a purely toroidal
magnetic field, B, = 0. Following what was done in Sect. (2.3.2) we will use orthonormal components for the
various vector quantities. Using a cylindrical reference frame let us call R the radius of the anular area, and Jr its
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thickness, while z labels its vertical position.

Mass flux conservation reads, for dA = 27 Rér — 0:

vpup (2T ROT) = const  —  px v IR Y6rt for vp = 1 (2.257)
While magnetic flux conservation reads:
Bgvpdr = const  —  Bgocdr ' foruv, — 1 (2.258)

Then we have that the comoving magnetic field by o< y~167~1 and the ratio of magnetic energy density to rest
mass energy density is bi /p < (R/§r)y~". Finally we can write down, using the flow invariants, in the limit of a
cold plasma h = 1:

H be R R,
= — (1422 = 1 ~k— f 1
F Ymax ( + P ) Yy Yy ( + kérv) k(ST’O Or  Ymax >
R, or, R or, R
~ k 1— — ) =Ypax [ 1 — =—=— 2.259
i or, ( R, (57") K ( R, 5r) ( )

Let us assume that the flow moves along collimated surfaces. In particular we consider the case of parabolic
surfaces, with differential collimation z = z,(R/R,)¢F°). &(R,) describes the level of differential collimation,
while R, labels the magnetic surface, with reference to its radius at z = z,. Then one has:

8 a z 1/5(R0)
(57“ = T&R(Ro, zZ, ZO)(STO = 67”0871%0 (RO |:ZO:|

_ s z 1/5(30)_6r R, df(Ro) . 2 [z 1/€(Ro)
N °| 2 °¢(Ry)? dR, Zo | | 20

1/€(Ro)
= o 2] e e 2] (2260

then we get the following geometrical trend for the evolution of the separation of flow surfaces:

5l - 0T, _ R, dg(Ro) z
R R, {1 (57"O£(RO)2 AR, In Lo” (2.261)

Thus, is & is constant and hence all flow surfaces are uniformly collimated, then dr /R is also a constant and the
magnetic acceleration fails. This includes the case & = 1 corresponding to purely radial (conical) flows. If instead
d¢/dR, < 0 (¢ is larger for smaller R,), corresponding to a situation where the inner flow surfaces (at smaller
R,) are collimated faster (have bigger &) then the outer one, then §r/R increases and the flow accelerates. Note
however that the acceleration in this idealized, purely toroidal case, is still not very efficient, depending only loga-
rithmically on the distance z.

It is thus reasonable to ask under which circumstances differential collimation can be established. In order for
this to happen, the inner region of the outflow, closer to the axis, must know what the outer regions are doing. So
signals must be able to travel across the flow. In the subsonic case, this is always possible, because the outflow is
all causally connected. Things change for supersonic flows. In MHD flows the fastest speed at which a signal can
travel is the so called fast magnetosonic speed cys, as derived in Sect. (2.4), and represents a MHD generalization
of the sound speed in hydrodynamics. Its value in the comoving frame is given by Eq. (2.152), that in the case of a
purely toroidal field b,, = 0 and cold plasma ¢5 = 0 is:

b2

2 2 ¢ 2
Cims = Cm = —1 for b5>p (2.262)
: b +p ¢
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This implies that the signals propagate within a cone of opening angle § ~ ~~. So differential collimation can act
only if (or until):

eﬂowfy S 1 (2263)

where fg, is the opening angle of the outflow. For AGN, for example, fg,, ~ 10° and v ~ 10, so the condition
is satisfied. For GRBs 64y, ~ 5° and v ~ 100 — 1000, so the condition is not satisfied, and differential collimation
is likely not to be the reason for such high Lorentz factors.



APPENDIX A
KERR METRIC

The line element for the Kerr metric due to a rotating Black Hole of mass M and angular mometum J = a}M in
Boyer-Lindquist coordinates [t, r, 0, ¢] is:

2A 2 22 M
ds? = f%dﬁ + %dr2 + p2d6? + = sin? () {dgﬁ - QaZ;dt} (A1)
where:
p? =1 +a*cos? (), A=r*4a®—2Mr (A.2)
Y2 = (r* +a*)? — a*Asin® (0) = (r? + a?)p* + 2Mra’sin® (0) (A3)
The non vanishing terms of the metric tensor are:
2 2
B _r _ _r _ b _2Mar . 9
9rr = Vrr A’ ge0 Yoo A’ Jtp 7¢¢ﬁ - pg S (0) (A4)
2 2Mra?sin® (9
90 =Yo0 = = sin? (0) = {7’2 +a?+ mpzm()] sin? () (A5)
2 22,2 712
B p°A AMFatrt X, 2Mr
gtt—|:22 — 24 ?Sln (0) =—1|1- p2 (A6)

It can be shown that a free-falling observer, being at rest at r = oo, at the event horizon will have a four-velocity
approaching the null geodesic (its velocity will reach the speed of light):

r? 4+ a? a
t= ) _15 07 Al AT
v =% N (A7)
One can easily verify that this four-velocity describe a null geodesic. With some lengthy algebra:
>
uy, = [_1, N 1,0, asin® (9)} ) (A.8)
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p’A

s, one finds:

and, introducting the lapse a®> =

E (A9)

1
unt = -
o

_r2+a2a__ P2(r? + a?) 1
A o 32 «

[1 _ 2Ma’rsin® ()



APPENDIX B
METRIC VARIATIONS

B.0.1 Variation of the metric elements

We recall that given any non-singular square matrix M, one has M~ - M = I. If one takes the variations,
recalling that the variations of the identity matrix vanishes, and that matrix multiplication does not commute, then
one has:

SI=0=(0M Y M+M "' M) = M'=-M"' (M) M (B.1)
Applying this relation to the metric g one finds:
69" = —g"*(dga B) = _gmgyﬂngaﬂ

= Gudg" = —gwg‘“"(égaﬁ)gﬁ Y = —6,(09a8)9"" = =969 = —9" 59, (B.2)

B.0.2 Variation of the metric determinant

Any non-singular square matrix M can be diagonalized according to M = E~' - D - E, where D is diagonal,
and F represent the matrix of eigenvectors. Now recallign that the determinant of the product is the product of the
determinants, one has:

det[M] = det[E~"|det[D]det[E] = det[D] (B.3)

given that det[E~'|det[E] = det[E~" - E] = det[I] = 1. Now:

5(det[D]) = det 6DW Zdet |DH6D,, (B.4)
m

NowdM =E~'. 6D -E,and M '=E!' - D' E.

MM, = 64 M6M,, = 6% (E~1)2D7*3Dy, B = (E~1)AD"6D,., Y, (B.5)
= 6°D""6D,, = D"*6D,., = D"*6D,,, (B.6)
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Hence:
6(det[M]) = det[M]M’“’(SMW (B.7)

Applying this relation to the determinant of the metric g one has:

1
ov—g=- Myéguu = _§V _gguuagwj (B.8)

1 1
——0g=———7—=99
2y/—g 2y/—g



APPENDIX C
COMMUTATORS RELATIONS

The following commutative relations hold:

V.V, @ -V, V,®=0,0,®-1,0,®—0,0,2+17,0,2 =0
V,ViIVYe - V'V, Vie =V, VIVYS -V V'VIO + R VD = R/VI® = RV, ®
where in the last we have used the first equality and the commutator relation:

VuViVs = V.V, Ve = RywuVE = V,VYVH — V"V, V# = RE_YV* = RV

KL
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APPENDIX D
NOTES ON THE LIE DERIVATIVE

The Lie derivative of the vector field V' by a vector field X is defined as
LxV®=X'V,V*-VIV, X
=V, [ X!V - VXY -VIV, X+ XV, VH (D.1)

From this it is possible to develope a derivative preserving the unitary norm of a vector field if V¢ = V*/( \/Tbe )
then — V'V, = 1:

-1 1

2 (7vbvb)3/2
= XMV, V- VIV, X+ VOV, (XIV, VP - VIV, X))
= X'V, V- VIV, X* - VVVIY X, (D.2)

XVo=XIV, V- VIV, X"+ V [—2V, L, VY]

In the same way it is possible to develope a derivative that preserves the divergence-free nature of a vector field
(V,V# = 0). Recalling that for an antisymmetric tensor K, one has V,V, K*" = ( then one has:

LYV = XIV, V" -~ VIV, X" + VOV, X"
=V, [XIVe - VHEX?] (D.3)

The contraction of the lie derivative with a generic vector Y'* is

Y, LxV*=Y,V,[X!'V*-VIX] -VIV, X!+ XV, VI

=V, [XIY, Ve - VIY, X — [XFV - VXV, Y, - Y, V'V, X!+ Y, XV, VI

Vu[XFY Ve - VHY X — XPFVV, Y, + VXV, Y, - Y, V'V, X + Y, XV, VH
V[ XFY,VE - VY, X — XHVOV Y, + VIXIV,Y, - Y, V'V, X!+ Y, XV, V!
V[ XHY,VE - VY, X — XFVV, Y, — V.Y, - Y, V'V, X!+ Y, XV, VI D.4)

and:

Y, L& V® = V[ X*Y, Ve - VHY, X — XFVAV,Y, — V. Y,] (D.5)
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